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Abstract. We study solutions to the α-SQG equations, which interpolate between the
incompressible Euler and surface quasi-geostrophic equations. We extend prior results on
existence of bounded patches, proving propagation of Hk-regularity of the patch boundary,
k ⩾ 3, for finite time for patches that are periodic in one spatial dimension. Such periodic
patches also encompass layers, or two-sided fronts. As the authors have treated the Euler
case in prior work, we now primarily focus on the range of α for which α-SQG lies strictly
between the Euler and SQG equations.
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1. Introduction

The generalized surface quasi-geostrophic α-SQG equations in strong form can be written,

(α-SQG)


∂tθ + u · ∇θ = 0 in [0, T ]× R2,

u = −∇⊥(−∆)−(1−α
2
)θ in [0, T ]× R2,

θ(0) = θ0 in R2.

(1.1)

Here, u is a velocity field by which the active scalar θ is transported, with u recovered
from the scalar via the constitutive law in (1.1)2. Because of the presence of the operator
∇⊥ := (−∂2, ∂1), we have divu = 0. A solution is to hold until some time T > 0, which may
be finite.

When used to model atmospheric turbulence for small Rossby and Ekman numbers and
constant potential velocity, θ is the temperature, which is advected by the divergence-free
velocity field u. (See, for instance, [24].)

We focus on values of α ∈ [0, 1], the two cases of most widespread interest being α = 0, 1,
in which case (1.1) becomes the following:

α = 0 : Euler equations,
α = 1 : SQG equations.

As in [14], for α ∈ [0, 2), we can write the constitutive law, (1.1)2, in the form,

u = ∇⊥Gα ∗ θ, (1.2)

where

Gα(x) :=


cα
|x|α

if 0 < α < 2,

c0 log|x| if α = 0

(1.3)

is the Green’s function for −(−∆)1−
α
2 with cα = Γ(α2 )/(π2

2−αΓ(1 − α
2 )) for 0 < α < 2 and

c0 = (2π)−1. Observe that

lim
α→0+

αcα = lim
α→0+

2α
2Γ(

α
2 )

4πΓ(1)
=

lim
β→0

βΓ(β)

2π
=

ResΓ(0)

2π
=

1

2π
= c0, (1.4)

since the Γ function has a simple pole of residue 1 at the origin. This means, in particular,
that αcα is continuous on [0,∞) and bounded over α ∈ [0, 1].

We are interested here in patch solutions to α-SQG, a special type of weak solution in
which θ(t) is the characteristic function of a domain. Our special concern in this paper is
a subclass of patch data for which θ(t) is periodic in one direction. Periodic patches, as we
develop them, encompass both periodic layers (two-sided fronts) and periodic copies of a
single bounded domain. See the illustrations in [4], for the Euler equations, the α = 0 case.

Remark. For concreteness, we choose periodicity in the x1-direction with a period of 1.

More precisely, we make the following definitions:

Definition 1.1. Let θ ∈ L∞([0, T ] × R2) and suppose that u := −∇⊥(−∆)−(1−α
2
)θ ∈

L∞([0, T ] × R2). Then θ(t,x) is a weak solution of α-SQG with initial scalar θ0 if for any
test function ϕ ∈ C1

c ([0, T ]× R2),∫ T

0

∫
R2

θ(t,x) [∂tϕ+ u(t,x) · ∇ϕ(t,x)] dx dt =
∫
R2

[(θϕ)(t,x)− θ0(x)ϕ(0,x)] dx. (1.5)
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We call a weak solution periodic, or, more fully, 1-periodic in x1, if

θ(t,x+ (n, 0)) = θ(t,x) for all (t,x) ∈ [0, T ]× R2.

Definition 1.2. Fix a1, a2 ∈ R. We say that a weak solution to α-SQG is an α-SQG-patch
solution or simply a patch on [0, T ]× R2 if at time t ∈ [0, T ] it is of the form

θ(t,x) = Patch(Ω(t), a1, a2) :=

®
a1 if x ∈ Ω(t),

a2 if x ∈ (Ω(t))c,
(1.6)

for some domain Ω(t) in R2.

Remark. Because ∇⊥(−∆)−(1−α
2
)c = (−∆)−(1−α

2
)∇⊥c = 0 for any constant c,

∇⊥(−∆)−(1−α
2
) Patch(Ω(t), a1, a2) = ∇⊥(−∆)−(1−α

2
)[Patch(Ω(t), a1, a2)− a2]

= ∇⊥(−∆)−(1−α
2
)[Patch(Ω(t), a1 − a2, 0)] = ∇⊥(−∆)−(1−α

2
)(a1 − a2)1Ω(t).

Also, the value of a1 − a2 plays little role in our analysis so, losing no generality, we assume
that a1 = 1, a2 = 0, making our patches of the form,

θ(t,x) = 1Ω(t). (1.7)

We will formulate, for any α ∈ (0, 1], a contour dynamics equations (CDE) for 1-periodic
in x1 patches that are compactly supported in the vertical direction. Our main result, stated
precisely in Theorem 11.1, is as follows:

Theorem (Main result, roughly stated). For α ∈ (0, 1), let γ0 be the boundary of a periodic
domain in R2 bounded in the vertical direction, and having an Hm boundary, m ⩾ 3. There
exists a time T > 0 for which a unique periodic solution γ to the CDE for α-SQG exists in
C([0, T ];Hm) with ∂tγ ∈ C([0, T ];L∞) ∩ L∞([0, T ];Hm−1) and γ(0) = γ0.

The case α = 1, which is not covered in Theorem 11.1, is the subject of a future work. In
preparation for that work, we include α = 1 in as many of our estimates as feasible.

Remark 1.3. We stress that our uniqueness results apply to solutions to the CDE, but not
to weak solutions to α-SQG, for which uniqueness is not known. That is, we cannot rule out
the possibility that a patch at time zero evolves over time to a weak solution that is not a
patch; we can show only that exactly one such solution can remain a patch. (More precisely,
see Proposition 7.1 and Corollary 7.2.)

1.1. Euler equations: α = 0. Much of our analysis for α-SQG for α ∈ (0, 1] applies to the
Euler equations, α = 0, as well, but in that case the stronger result in [4] can be obtained. In
[4], three distinct types of weak solution are defined, Type 1 being a solution to α-SQG (for
α = 0) on [0, T ]×R2 with periodic initial data, Type 2 being a solution on a periodic strip (Π,
defined below in (2.1)), and Type 3 again being a solution on [0, T ]×R2 for a single bounded
domain, but with the constitutive law adapted to obtain a velocity field that corresponds to
periodic copies. Much effort was spent in [4] showing the equivalence of these three types
of weak solutions, taking great advantage of the techniques developed in [1, 12, 13] to work
with Type 2 solutions.

In large part because the constitutive law, (1.1)2, for α = 0 gives u one full derivative of
regularity over that of θ, it is possible to obtain uniqueness of weak solutions in which one
only has θ and u in L∞(R2). One still has curlu = θ, but the constitutive law no longer
holds, being replaced by the Serfati identity. This result is due to Serfati [28] (and see [5] for
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a fuller version of the proof). Combined with the results in [1, 12, 13], this makes it possible
to put the three types of weak solutions on equal footing without specializing to patch data.

Working with periodic patch data in [4], a contour dynamics equation (CDE) is developed
for each type of solution, and it is shown that any such CDE solution is a weak solution.
Because uniqueness of weak solutions is known to hold, it immediately follows that the three
types of CDE solution are equivalent. This simplifies the subsequent analysis of the boundary
regularity of the patch, in which it is shown that C1,ε regularity is propagated for all time,
and allows the results to be stated in terms of weak solutions to the Euler equations. In
contrast, see Remark 1.3.

Moreover, for the 2D Euler equations, the velocity field is log-Lipschitz, which gives a
unique flow map along which vorticity is transported. For any time, the flow map induces
a diffeomorphism of R2 to R2 that maps any point to its transported position at that time,
which prevents self-intersection of a patch boundary. (This also uses that weak solutions are
unique and that any CDE solution is a weak solution.) By contrast, for α ∈ (0, 1], we need
to incorporate a measure of non-self-intersection into the energy arguments, as in Section 9.

1.2. Prior work. Rodrigo in [26, 27] considered the evolution of a simplified model for SQG
with spatially periodic patches of halfspace-type; that is, with θ taking one value above a
horizontally periodic curve and another value below the curve. Such solutions are known
as sharp fronts. Rodrigo’s model was formed by approximating the Green’s function rather
than using the properly periodized Green’s function. Fefferman and Rodrigo then considered
analytic sharp fronts for a related model problem in [10] (again not considering the exact
periodic Green’s function).

Bounded patch solutions have been studied for the exact SQG evolution, beginning with
Gancedo [14]. This work left open the question of uniqueness for α = 1, subsequently settled
by Cordoba, Cordoba, and Gancedo [9]. Gancedo and Patel established a blowup criterion
for SQG patches, among other results in [16]. In [15], Gancedo, Nguyen, and Patel extended
existence theory for patches to low regularity, allowing the initial bounded patch to have
large curvature (the patch boundary is taken to lie H2+s with s < 1/2).

Front solutions have been considered in the series of papers [17, 18, 19, 20, 21, 22] by
Hunter, Shu, and Zhang. This work began with the development of approximate models
for the evolution of sharp SQG fronts, and the development of existence theory for these
approximate models [17, 18]. Subsequently, for the full SQG equations of motion, the contour
dynamics equation was developed for the motion of sharp fronts [19, 20]. One difference
between the contour dynamics equations developed in [19, 20] and that of the present work
is that they consider only curves which are a graph with respect to the horizontal, while we
consider more general parameterized curves. Hunter, Shu, and Zhang proved the existence of
global front solutions with small, smooth data in [21], [22]. Subsequently, Ai and Avadanei
gave a refined analysis of the front equation, still in the graph case, giving a local well-
posedness result for data of any size and a global well-posedness result for small data in a
low-regularity setting [2].

In this paper, we adapt the approach of Gancedo in [14] to cover the case of periodic
patches.

1.3. Organization of this paper. Our periodic patches can equivalently be treated as
patches on a periodic strip: in Section 2 we describe how to move back and forth between the
two settings. We derive expressions for the constitutive law for a periodic scalar in Section 3,
which we specialize to patch data in Section 4. In Section 5, we derive the CDE for a periodic
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patch and state the definition of what we mean by a periodic solution to the CDE in Section 6.
That a periodic CDE solution is a weak solution is shown in Section 7.

The key differences between the analysis of the single, bounded-domain patches of [14]
and the periodic patches that we study arise from the difference in the Green’s function that
lies at the heart of the constitutive law. We describe these differences in Section 8, and
explain our approach to adapting the analysis of [14]. A key aspect of the argument in [14]
involves a function F that measures how close to self-intersecting the boundary of a patch
is—so as to ensure a finite time up to which self-intersection is avoided. For a periodic patch,
self-intersection effectively also occurs if the patch can no longer arise as a periodic copy of a
single patch: in Section 9, we describe how we incorporate that type of self-intersection into
the function F . (Another type of self-intersection occurs for a multiply connected domain
when two components of the boundary intersect, a possibility that we control, for finite time,
as the last step in our proof of existence.)

We write the CDE equation as ∂tγ = L(γ), where L is the CDE solution operator. We
give detailed estimates on L in Section 10. In Section 11, we give the proof of our main result,
the short time existence and uniqueness of solutions to the periodic CDE with Hk boundary
regularity, k ⩾ 3, for α ∈ (0, 1).

In Appendix A, we give bounds on the singularities and growth at infinity of a key portion
of the Green’s function from which the constitutive law for a patch is derived. Finally, we
give a number of utility lemmas in Appendix B.

2. Periodizing and Lifting

2.1. Periodizing functions and domains. To treat 1-periodic in x1 patches, we define the
periodic strip,

Π :=
[
−1

2 ,
1
2

]
× R with

{
−1

2

}
× R identified with

{
1
2

}
× R. (2.1)

We also define the same subset of R2 without identifying its sides, setting

Πp :=
[
−1

2 ,
1
2

]
× R ⊆ R2.

We define the one-dimensional lattice,

L := Z× {0} , L∗ := L \ (0, 0), (2.2)

and use the convenient abbreviation

nj := (j, 0) (2.3)

for the points in L.
In moving back and forth from functions or domains defined in Π and their periodic analogs

in R2, we view R2 as a covering space for Π, with the covering map,

p : R2 → Π, p(x1, x2) = (x1 − ⌊x1 + 1
2⌋, x2). (2.4)

Definition 2.1. We will often make, usually without comment, the identification of x =
(x1, x2) in Π with ξx := x = (x1, x2) ∈ Πp ⊆ R2. Such identifications will be done in the
context of periodic functions, so the choice of whether (x1,

1
2) = −(x1,

1
2) in Π corresponds to

±(x1,
1
2) in Πp will be irrelevant. Also, for two points x,y ∈ Π, we define x−y = p(ξx−ξy).

For any function f on Π we define Rep(f) on R2 by

Rep(f)(x) := f ◦ p(x) = f(x1 − ⌊x1 + 1
2⌋, x2).

This produces a 1-periodic in x1 version of the function f on Π—a “replication” of f .



6 D.M. AMBROSE, F. HADADIFARD, and J. KELLIHER

For any ΩΠ ⊂ Π, we also define Rep(ΩΠ) ⊆ R2 by

Rep(ΩΠ) := p−1(ΩΠ) =
{
x ∈ R2 : (x1 − ⌊x1 + 1

2⌋, x2) ∈ ΩΠ

}
,

and we note that

Rep(1ΩΠ
) = 1Rep(ΩΠ).

Finally, for measurable f on R2, we define

RepR2(f)(x) =
∑
ℓ∈L

f(x− ℓ).

The sum may diverge, but if f ∈ L∞
c (R2) then RepR2(f)(x) will be finite for all x ∈ R2.

Moreover, we see that if p(Ω) = ΩΠ then

RepR2(1Ω) = Rep(1ΩΠ
).

This also allows us to define

RepR2(Ω) := Rep(ΩΠ),

whenever Ω is a lift of ΩΠ, noting, then, that RepR2(Ω) does not depend upon the particular
lift.

2.2. Lifting domains and paths. A path in the topological space X is a continuous map
from an interval I to X. Because each of the paths we utilize will be either a closed path or
a path in R2 that projects via p to a closed path in Π, we define our paths as follows:

Definition 2.2. A (closed) path in the topological space X is a continuous map from the
unit circle T to X. A (quasi-closed) path in R2 is a map γ from T to R2 that is continuous
except possibly at one point z0 ∈ T, at which γ(z0−)− γ(z0+) ∈ L. The quasi-closed path γ
in R2 is a lift or lifting of the closed path γΠ in Π if p ◦ γ = γΠ.

Lemma 2.3 follows as in Section 2.4 of [4], where it was, however, expressed in terms of
complex contour integrals.

Lemma 2.3. Let γΠ : T → Π be a finite-length C1 closed path in Π with initial point x0,Π ∈ Π.
For any x0 ∈ p−1(x0,Π) there exists a unique lift to a quasi-closed C1 path γ on R2 with initial
point x0. If γΠ is C1 then so is γ. For any continuous scalar function f on Π,∫

T
f(γΠ(η)) |γ ′

Π(η)| dη =

∫
T
f ◦ p(γ(η)) |γ ′(η)| dη (2.5)

and for any continuous vector-valued function v on Π,∫
T
v(γΠ(η)) · γ ′

Π(η) dη =

∫
T
v ◦ p(γ(η)) · γ ′(η) dη. (2.6)

Suppose that Ω ⊂ R2 is such that for some ΩΠ ⊆ Π, p(Ω) = ΩΠ and p|Ω is injective. The
condition that p|Ω be injective is equivalent to requiring that

Ω ∩ (Ω + L∗) = ∅.
This yields what we will refer to as a pseudo-lift of ΩΠ to Ω; such pseudo-lifts are non-unique.

We wish to apply Lemma 2.3 to lift a parameterization γj of each boundary component of
ΩΠ ⊂ Π in such a way that the boundary components of some pseudo-lift Ω are parameterized
by the lifts of γj . This is not always possible, because the homotopy class of Π and R2 are
not the same (see the example depicted in Figure 1).
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Nonetheless, we can come close enough by following the approach in Section 2.4 of [4]. For
this purpose, it will be useful to extend our definition of a path to allow it to apply to all
boundary components of a domain at once.

Definition 2.4. A chain in the topological space X is a finite collection of paths in X. Let
γΠ,1, . . . , γΠ,n be n closed paths in Π. We parameterize the chain by a disjoint union of n
copies of T, so that for integrable f ,

T⃗ :=
n⊔

j=1

T,
∫
T⃗
f(γΠ(η)) dη :=

n∑
j=1

∫
T
f(γΠ,j(η)) dη.

Abusing notation, we define the iterated integral,∫
T⃗

∫
T⃗
f(γΠ(β),γΠ(η)) dβ dη :=

n∑
j=1

∫
T

∫
T
f(γΠ,j(β),γΠ,j(η)) dβ dη.

A chain γ : T⃗ → R2 for which p ◦ γ = γΠ is a lift or lifting of the chain γΠ : T⃗ → Π.
Let ΩΠ be a bounded domain in Π with C1 boundary, ∂Ω, with a finite number of boundary

components, Γ1, · · · ,Γn. Orient each Γj so that its unit normal vector n points outward,
and parameterize each Γj by a C1 path γΠ,j with the property that its unit tangent vector

τ = n⊥ := (−n2, n1). Define the chain γΠ : T⃗ → Π as the collection of those n paths.

The following is a re-expression of Lemma 2.10 of [4] (illustrated in Figure 1):

Lemma 2.5. Let ΩΠ be a bounded domain in Π having C1 boundary, and let γΠ : T⃗ → Π
be a chain parameterizing ∂ΩΠ as in Definition 2.4. There exists a bounded connected set
Ω ⊆ R2, such that for any continuous vector-valued function v on Π,∫

∂ΩΠ

v · τ =

∫
∂Ω

(v ◦ p) · τ ,
∫
∂ΩΠ

v · n =

∫
∂Ω

(v ◦ p) · n,

where τ , n are the unit tangent, unit normal vector, respectively (oriented so that (n, τ ) are
in the standard orientation). Moreover, there exists a lift γ of γΠ to a chain in R2 with
imageγ ⊆ ∂Ω, for which we have, as in (2.6),∫

T⃗
v(γΠ(η)) · γ ′

Π(η) dη =

∫
T⃗
v ◦ p(γ(η)) · γ ′(η) dη =

∫
T⃗
RepΠ(v)(γ(η)) · γ ′(η) dη.

Figure 1. Example of suitable lift of a non-simply connected domain

Definition 2.6. We call Ω of Lemma 2.5 a suitable representation of ΩΠ and γ a suitable
lift of γπ.
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Remark. In the context of Lemma 2.5, if f is a continuous scalar-valued function on Π,
it may be that imageγ ⊊ ∂Ω so

∫
∂ΩΠ

f ̸=
∫
∂Ω f ◦ p, because, as explained above Lemma

2.10 of [4], when ΩΠ is not simply connected, ∂Ω may include portions that are vertical line
segments that do not derive from ∂ΩΠ (as occurs in the example in Figure 1). By contrast,
in integrating the tangential or normal components of a vector-valued function the integrals
along these line segments cancel in pairs (as they do for the complex contour integrals in [4]).

2.3. Notation and function spaces.

Remark 2.7 (On notation). If f(z1, . . . , zn) is a function of n variables, we will occasionally
find it useful to write ∂jf for the derivative with respect to the jth variable. So, for instance,
∂2f(t, η) = ∂ηf(t, η), but ∂2f(t, β − η) = −∂ηf(t, β − η) = ∂βf(t, β − η).

For any r ∈ (0, 1], we define the space C0,r(T⃗) to be the space of fractional Hölder contin-

uous functions on T⃗, the norm being

∥f∥
C0,r(T⃗) := ∥f∥

L∞(T⃗) + ∥f∥
Ċ0,r(T⃗), ∥f∥

Ċ0,r(T⃗) := sup
β ̸=η

|f(β)− f(η)|
|β − η|r

.

When r ∈ (0, 1) we also write Cr(T⃗) for C0,r(T⃗). When r = 1 we get the space of Lipschitz

continuous functions on T⃗, Lip(T⃗) = C0,1(T⃗), ˙Lip(T⃗) = Ċ0,1(T⃗).

3. The constitutive law for a scalar θ

In this section, we present the explicit form of the constitutive law (1.2) in three contexts:
first, for a single compactly supported scalar field θ; second for a periodic scalar of the form
RepR2(θ) on R2; third, for a compactly supported θ in the periodic strip Π. The function θ
need not be for patch data—in the process of deriving the CDEs in Section 5, we will then
specialize the constitutive law to the form it takes for patch data.

3.1. Constitutive law for θ compactly supported. Let θ ∈ L∞
c (R2). In that case, we

can define the stream function ψ := Gα ∗ θ for u, which solves

−(−∆)1−
α
2 ψ = θ, (3.1)

and then set u = ∇⊥ψ. Then

u = ∇⊥(Gα ∗ θ) = (∇⊥Gα) ∗ θ = Kα ∗ θ, (3.2)

where,

Kα(x) := ∇⊥Gα(x) = −αcαx
⊥

|x|2+α
for α ∈ (0, 1] (3.3)

and K0(x) = (2π|x|)−2x⊥. For α ∈ (0, 1), Kα is locally integrable and has sufficient decay
at infinity so that

∥u∥L∞ ⩽ ∥1B1(0)K
α∥L1∥θ∥L∞ + ∥1B1(0)CK

α∥L∞∥θ∥L1 ⩽ C∥θ∥L1∩L∞ , (3.4)

so u ∈ L∞. However, K1 is not locally integrable, and the convolution must be treated as a
singular integral operator. (The case α ∈ (1, 2), treated in [8], is even more singular.)
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3.2. Constitutive law for θ periodic. Now, in place of (3.1), we want to start with θ ∈
L∞
c (R2) and solve

−(−∆)1−
α
2 ψ = RepR2(θ) (3.5)

by finding a 1-periodic in x1 Green’s function, Gα
p , defined on R2 so that

ψ = Gα
p ∗ θ, u = ∇⊥ψ = Kα

p ∗ θ, (3.6)

where

Kα
p := ∇⊥Gα

p . (3.7)

The straightforward way of obtaining Gα
p and Kα

p is to start with Gα
p and then obtain Kα

p

as in (3.7). Since ψ is supposed to solve (3.5), we would expect of Gα
p that, at least formally,

ψ(x) = Gα ∗ RepR2(θ) =
∑
j∈Z

Gα ∗ θ(x− nj) =
∑
j∈Z

∫
R2

Gα(y)θ(x− nj − y) dy

=
∑
j∈Z

∫
R2

Gα(y − nj)θ(x− y) dy =
∑
j∈Z

Gα(· − nj) ∗ θ(x) = Gα
p ∗ θ,

where nj is defined in (2.3) and

Gα
p (x) = Gα(x) +

∑
j∈Z∗

[Gα(x− nj)] = Gα(x) +
∑
j∈Z∗

ï
Gα(x− nj)−

1

|nj |α

ò
=

1

|x|α
+

∑
j∈Z∗

ï
1

|x− nj |α
− 1

|nj |α

ò
.

(3.8)

Here, we have subtracted |nj |−α to allow better convergence of the sum, but even doing so,
one finds that the sum converges pointwise only if α > 1

2 . When it does converge, (3.7) gives
the corresponding constitutive kernel.

Since the straightforward approach limits us to the range α > 1
2 , we instead take the

approach in [4], which is to first obtain a constitutive kernel Kα
p , then from it obtain Gα

p .
So in place of the sum in (3.8) for the Green’s function, we sum in a similar manner for the
kernel Kα

p , writing,

Kα
p := Kα +Hα,

Hα(x) :=
∑
j∈Z∗

Kα(x− nj). (3.9)

(For α = 0, the sum in (3.9)2 does not converge, so in [4], the sum was rearranged to pair the
terms for j and −j. For α > 0, we have sufficient convergence without rearranging the terms,
nor would summing in pairs improve the rate of convergence. Also, for α = 0, the resulting
sum can be viewed as a complex analytic function, which yields an explicit and convenient
expression in [4] for K0

p and G0
p, but that approach is not available for α > 0.)

Remark 3.1. In our notation, a subscript p indicates that a function is 1-periodic in x1 as
a function on R2, and so also makes sense as a function on Π. In (3.9), neither Kα nor Hα

are periodic, although their sum, Kα
p , is periodic. This is a formal statement, but once we

establish the convergence of the sum defining Hα(x) we will see that it holds rigorously.
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Since for j > 2|x|,

|Kα(x− nj)| = αcα

∣∣∣∣ (x− nj)
⊥

|x− nj |α+2

∣∣∣∣ ⩽ αcα
|x− nj |α+1

⩽
C

j1+α
, (3.10)

for any α > 0, the sum defining Hα in (3.9) converges uniformly on compact subsets of

U := R2 \ L∗,

where L∗ = Z∗ × {0} as in (2.2). Notice that any derivative of Kα(x − nj) of order k ⩾ 0

decays like C|x|−(α+1+k); then, writing

Hα(x) = lim
N→∞

HN (x), HN (x) :=
N∑

j=−N
j ̸=0

Kα(x− nj),

we see that all the derivatives ofHN converge uniformly on compact subsets of U as well. Since
each Kα(x− nj) is in C

∞(U), it follows that Hα ∈ C∞(U). Moreover, divKα(x− nj) = 0
on U so divHN = 0 on U and so in the limit we have divHα = 0 on U .

Now let

U∗ := R2 \
{
x ∈ R2 : |x1| ⩾ 1

2 , x2 = 0
}
⊆ U.

Then U∗ is simply connected and divHα = 0 on U∗, so there exists a stream function Rα on
U∗ for Hα; that is,

Hα := ∇⊥Rα, Rα(0) = 0

on U∗, where we have fixed the value of Rα at the origin for uniqueness. We can write the
stream function in the form,

Rα(x) =

∫
γ(x)

(Hα)⊥ · dτ , (3.11)

where γ is any C1 path in U∗ from the origin to x ∈ U∗ and τ is the unit tangent vector.
Further, each Kα(x − nj) is tangential to any ball Br(nj) centered at nj , and because

Kα(x− nj) is divergence-free, it follows that∫
γ
(Kα(x− nj))

⊥ · dτ = 0

for any closed path γ in R2 for which nj /∈ imageγ. From this it follows that∫
γ
(Hα)⊥ · dτ = lim

N→∞

∫
γ
(HN )⊥ · dτ = 0

for any closed path γ in R2 not intersecting L∗. This is enough to show that defining Rα(x)
as in (3.11) for all x ∈ U provides a continuous extension of Rα from U∗ to all of U .

Finally, we set

Gα
p := Gα +Rα. (3.12)

Lemma 3.2. If θ ∈ L∞
c (R2) then u := Kα

p ∗ θ ∈ L∞(R2).

Proof. Let θ ∈ L∞
c (R2) be such that the support of θ is contained in the ball BR(0). Since u

is 1-periodic in x1, we can assume that x ∈ Πp. Then,

|u(x)| ⩽
∑

|j|⩽2R

|Kα(· − nj) ∗ θ(x)|+
∑

|j|>2R

|Kα(· − nj) ∗ θ(x)|.
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But from (3.4),∑
|j|⩽2R

|Kα(· − nj) ∗ θ(x)| ⩽ C(2R+ 1)∥θ∥L1∩L∞ ⩽ C(2R+ 1)3∥θ∥L∞ ,

and ∑
|j|>2R

|Kα(· − nj) ∗ θ(x)| ⩽
∑

|j|>2R

∥Kα(x− nj)∥L∞
x (supp θ)∥θ∥L1

⩽
∑

|j|>2R

αcα
|x− nj |1+α

∥θ∥L1 ⩽
∑

|j|>2R

αcα
(|j|/2)1+α

∥θ∥L1 ⩽ C(2R+ 1)2∥θ∥L∞ . □

We have the following bounds on ∇nRα:

Proposition 3.3. Let α ∈ (0, 1). For any x ∈ R2 with x2 ̸= 0,

Rα(x) = cα

∞∑
j∈Z∗

ñ
1

|j|α
− 1

(x22 + (x1 − j)2)
α
2

ô
. (3.13)

Moreover, for all x ∈ R2 \ L∗,

|∇nRα(x)| ⩽ C

dist(x,L∗)n+α
+ C

®
|x2|2 if n = 0,

|x2|n if n > 0.
(3.14)

Proof. See Appendix A. □

3.3. Constitutive law for θ in the periodic strip Π. To develop the constitutive law in
Π, let us first define convolution on Π: If f, g : Π → R then

f ∗ g(x) :=
∫
Π
f(x− y)g(y) dy,

where x− y is treated as defined in Definition 2.1.
To work in Π, we take θΠ ∈ L∞

c (Π) and solve, on R2,

−(−∆)1−
α
2 ψ = Rep(θΠ) (3.15)

by finding a Green’s function Gα
Π defined on Π so that

ψ = Rep(Gα
Π ∗ θΠ), u = ∇⊥ψ = Rep(Kα

Π ∗ θΠ), (3.16)

where

Kα
Π := ∇⊥Gα

Π. (3.17)

This process is almost identical to that expressed in (3.5) through (3.7). Indeed, if we
repeat the same analysis in Section 3.2 on Π, we will find that

Gα
p = Gα

Π ◦ p, Kα
p = Kα

Π ◦ p, (3.18)

which relies on the observation that Kα
p and Gα

p are 1-periodic in x1.

4. The constitutive law for a patch

In this section, we develop the constitutive law as specialized to patch data.
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4.1. Constitutive law for a single patch. First, we consider the interpretation of the
integrals in the constitutive law for a single (that is, non-periodic) patch. As in (10) of [14],
we have the following:

Lemma 4.1. Let Ω be a bounded domain in R2 with C1 boundary parameterized by the chain

γ : T⃗ → R2. Let α ∈ (0, 1] and x ∈ R2. If α = 1, assume that x /∈ ∂Ω. Then

u(x) =

∫
T⃗
Gα(x− γ(β))∂βγ(β) dβ (4.1)

satisfies the constitutive law in (1.1)2.

Proof. We derive this as for the Euler equations (see Chapter 8 of [23]). From (3.2),

u(x) =

∫
R2

Kα(x− y)θ(y) dy =

∫
Ω
∇⊥Gα(x− y) dy.

For α ∈ [0, 1), Kα is locally integrable, so the first equality holds for all x ∈ R2. For α = 1,
as long as x /∈ ∂Ω, |x − y| is bounded away from zero for y in the support of θ, and again
the first equality holds.

Integrating by parts, and parameterizing the boundary by arc length, s,∫
Ω
∂iG

α(x− y) dy =

∫
∂Ω
Gα(x− y(s))ni(y(s)) ds,

so

u(x) =

∫
Ω
(−∂2Gα(x− y), ∂1G(x− y)) dy =

∫
∂Ω
Gα(x− y(s))n⊥(y(s)) ds

=

∫
T⃗
Gα(x− γ(β))∂βγ(β) dβ.

In the last equality, we used that

n⊥(y(s)) ds = τ (y(s)) ds = ∂βγ(β) dβ. □

4.2. Constitutive law for a patch in Π. We can derive the analog of (4.1) in the same
manner as for a non-periodic patch, giving Lemma 4.2.

Lemma 4.2. Let ΩΠ be a domain in Π with C1 boundary parameterized by the chain γΠ : T⃗ →
Π. Let α ∈ (0, 1] and x ∈ Π. If α = 1, assume that x /∈ ∂ΩΠ. Then

u(x) =

∫
T⃗
Gα

Π(x− γΠ(β))∂βγΠ(β) dβ (4.2)

satisfies the constitutive law in (3.16), which we can write as

u = −∇⊥(−∆)−(1−α
2
)
1Rep(ΩΠ).

Remark 4.3. In (4.2), x − γΠ(β) is treated as in Definition 2.1, and ∂βγΠ(β) as a vector
in R2. The integral then produces a vector field on Π.
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4.3. Constitutive law for a periodic patch. To obtain the constitutive law for a periodic
patch, we have to assume that the patch is of the form Rep(ΩΠ) for some domain in Π.
For then, if Ω is a suitable representation of ΩΠ, the periodic patch will be formed by
replicating copies of Ω translated horizontally by every integer value, giving Rep(Ω), and
those replications will not overlap each other. This leads to Lemma 4.4.

Lemma 4.4. Let ΩΠ be a domain in Π with C1 boundary parameterized by the chain γΠ : T⃗ →
Π. Let Ω be a suitable representation of ΩΠ and γ : T⃗ → R2 a suitable lift of γΠ as in
Definition 2.6. Let α ∈ (0, 1] and x ∈ R2. If α = 1, assume that x /∈ ∂Ω. Then

u(x) =

∫
T⃗
Gα

p (x− γ(β))∂βγ(β) dβ (4.3)

satisfies the constitutive law in (3.16), which we can write as

u = ∇⊥(−∆)−(1−α
2
)
1Rep(ΩΠ).

Proof. Follows by applying Lemma 2.5 to Lemma 4.2. □

5. The contour dynamics equation (CDE)

5.1. CDE for a single patch. The CDE for a single patch in R2 is developed in [14],
paralleling that for the Euler equations. We can write it, for α ∈ (0, 1), as

∂tγ(t, η) =

∫
T⃗
Gα(γ(t, η)− γ(t, β))∂βγ(t, β) dβ,

where γ is a C1-parameterization of the patch boundary.

5.2. CDE for a patch in the periodic strip Π. For α ∈ (0, 1), Lemma 4.2 leads directly

to a CDE by writing x ∈ ∂ΩΠ(t) as x = γΠ(t, η) for some η ∈ T⃗. This yields

∂tγΠ(t, η) =

∫
T⃗
Gα

Π(γΠ(t, η)− γΠ(t, β))∂βγΠ(t, β) dβ. (5.1)

See Remark 4.3 for the interpretation of the integrand in (5.1) and the expressions that
follow. We note that this derivation is formal; if we assume sufficient time regularity of the
boundary, though, it follows immediately.

For α = 1, however, the integral in (5.1) is not convergent, since the singularity in Gα
Π,

which comes from Gα, is like C|η − β|−1 in the contour integral, which is not integrable
in one-dimension. Following [25, 27], since it is only the normal component of the velocity
field that determines the motion of the boundary, we can subtract from the velocity field
∂tγΠ(t, η) in (5.1) any multiple of the tangential velocity field on the boundary. This is done
in a limiting sense as x → ∂ΩΠ(t) in [14], or we can simply do it formally, giving a CDE that
applies for all α ∈ (0, 1]:

∂tγΠ(t, η) =

∫
T⃗
Gα

Π(γΠ(t, η)− γΠ(t, β))(∂ηγΠ(t, η)− ∂βγΠ(t, β)) dβ. (5.2)

The term ∂ηγΠ(t, η) contributes nothing to the normal velocity field, since ∂βγΠ(t, η) ·
∂βγΠ(t, η)

⊥ = 0. For α = 1, it eliminates the singularity in Gα
Π that appears in Gα in the

decomposition of Gα
Π in (3.12). (Also see Remark 5.1.)

Making the change of variables, β 7→ η − β, we can write (5.2) as

∂tγΠ(t, η) =

∫
T⃗
Gα

Π(γΠ(t, η)− γΠ(t, η − β))(∂2γΠ(t, η)− ∂2γΠ(t, η − β)) dβ.
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Or, paralleling (13) of [14], we have ∂tγΠ(t) = LΠ(γΠ(t)), where

LΠ(γΠ)(η) :=

∫
T⃗
Gα

Π(γΠ(η)− γΠ(η − β))(∂ηγΠ(η)− ∂ηγΠ(η − β)) dβ. (5.3)

5.3. CDE for a periodic patch. To obtain a CDE equation for a periodic patch, we assume
that we have a solution θ to α-SQG for which, up to some time T > 0,

θ(t) = 1Rep(ΩΠ(t)),

where ∂ΩΠ(t) is C1. We then let Ω(t) be a suitable lifting of ΩΠ(t) as in Section 2.4 of [4]
and let γ(t) be a C1 parameterization of it.

In light of (3.18), we should expect that the CDE equation for a periodic patch should
have the same form as that for a patch on Π. Hence, we simply define the CDE exactly as
in (5.3), now for a curve γ(t) in R2, so that ∂tγ(t) = L(γ(t)), where

L(γ)(η) :=

∫
T⃗
Gα

p (γ(η)− γ(η − β))(∂ηγ(η)− ∂ηγ(η − β)) dβ.

In the analysis of periodic CDE patches that follow, we will write the operator L more
concisely as,

L(γ)(η) =

∫
T⃗
Gα

p (δβ(η))∂ηδβ(η) dβ,

δβ(η) := γ(η)− γ(η − β).

(5.4)

Remark 5.1. Subtracting ∂ηγΠ(t, η) from (5.1) to give (5.2) was done to remove the sin-
gularity when α = 1. It also plays a critical role for α ∈ (0, 1), however, for it allows us to
apply Corollary B.7 to integrate by parts expressions involving the operator L.

6. CDE solution

Given that the CDEs for α-SQG on Π and on R2 are essentially identical, so too are the
definitions of a CDE solution. The preparation of the initial data, however, is a somewhat
delicate matter.

Definition 6.1. For α ∈ (0, 1), let ΩΠ,0 be a bounded domain in the periodic strip Π with C1

boundary, and let γΠ,0 be a C1-parameterization of ∂ΩΠ,0 as in Definition 2.4. A non-self

intersecting chain γΠ : [0, T ] × T⃗ → Π solving ∂tγΠ(t) = LΠ(γΠ(t)), γΠ(0) = γΠ,0, is called
a CDE solution on Π to α-SQG with initial patch ΩΠ,0. We also let ΩΠ(t) be the domain
defined by γΠ(t) and, in accordance with (4.2), let

uΠ(t,x) =

∫
T⃗
Gα

Π(x− γΠ(t, β))∂βγΠ(t, β) dβ.

Definition 6.2. For α ∈ (0, 1), let ΩΠ,0 be as in Definition 6.1. Let Ω0 be a suitable

representation of ΩΠ,0 and γ0 : T⃗ → R2 a suitable lift of γΠ,0 as in Definition 2.6. A non-

self intersecting chain γ : [0, T ] × T⃗ → R2 solving ∂tγ(t) = L(γ(t)), γ(0) = γ0, is called a
periodic CDE solution to α-SQG with initial patch Ω0. We also let Ω(t) be the domain
defined by γ(t) and, in accordance with (4.3), let

u(t,x) =

∫
T⃗
Gα

p (x− γ(t, β))∂βγ(t, β) dβ.
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Remark 6.3. It follows from Lemmas 4.2 and 4.4 that the expressions for uΠ, u in Defini-
tions 6.1 and 6.2 satisfy the constitutive laws as stated in Lemma 4.2, Lemma 4.4, respectively.
Also, in Definition 6.2, we do not prescribe the regularity of γ (beyond being C1) or ∂tγ in
Definition 6.2 (and similarly for Definition 6.1); the regularity will follow from our proof of
existence (Theorem 11.1), and will require us to explore the properties of the operator L in
some depth.

Although we will not prove it, because we require the initial patch domain in Definition 6.2
to be a suitable lift, γ(t) continuing to avoid self-intersection is equivalent to Ω(t) continuing
to be a suitable lift. From this it is easy to see that the following holds:

Proposition 6.4. If γΠ is a CDE solution γΠ on [0, T ]× Π as in Definition 6.1 then γ as
given in Definition 6.2 is a periodic CDE solution. The converse holds as well.

7. CDE solutions are weak solutions

In this section, we show that a periodic CDE solution γ as in Definition 6.2 gives a weak
α-SQG-patch solution to α-SQG as in Definition 1.2.

Proposition 7.1. Let α ∈ (0, 1] and suppose that (u, θ) are such that θ ∈ L∞([0, T ] × R2)
is of the form given in (1.6), where ∂Ω(t) has C1 boundary for all t ∈ [0, T ], and u satisfies
the constitutive law, u = Kα

p ∗ θ. Then RepR2(θ) is a weak periodic patch solution of α-SQG
as in Definition 1.2 with initial scalar RepR2(θ0).

Before proving Proposition 7.1, we give its main application:

Corollary 7.2. Let γ be a C1 periodic CDE solution to α-SQG as in Definition 6.2, let
θ(t) = 1Ω(t), and let u be given by (4.3). Then RepR2(θ) is a weak periodic patch solution of
α-SQG as in Definition 1.2 with initial scalar RepR2(θ0).

Proof. From Lemma 4.4, u = ∇⊥(−∆)−(1−α
2
)RepR2(θ) = Kα

p ∗ θ; thus, u is as appears
in Definition 1.1 for the scalar RepR2(θ). Then (u, θ) satisfy the hypotheses, and hence
conclusion, of Proposition 7.1. □

Proof of Proposition 7.1. Let ϕ ∈ C1
c ([0, T ]× R2) and define, as in (1.5),

I :=

∫ T

0

∫
R2

RepR2(θ(t,x)) [∂tϕ+ u(t,x) · ∇ϕ(t,x)] dx dt.

Moreover, u = Kα
p ∗ θ ∈ L∞([0, T ]× R2) by Lemma 3.2.

From Lemma 7.3 below, we can see that u has a measure-preserving flow map, X : [0, T ]×
RepR2(Ω0) → RepR2(Ω(t)), with X(t, ·) ∈ C∞(Ω(t)) for all t ∈ [0, T ]. Being a flow map
means that u(t,X(t,x)) = ∂tX(t,x) for all x ∈ RepR2(Ω0).

WriteD/Dt for the material derivative with respect to u, so (D/Dt)ϕ(t,x) := ∂tϕ+u(t,x)·
∇ϕ(t,x). Because X is measure-preserving, the change of variables x = X(t,y) has Jacobian
determinant 1, so, proceeding as on page 334 of [23],∫ T

0

d

dt

∫
RepR2 (Ω(t))

ϕ(t,x) dx dt =

∫ T

0

d

dt

∫
RepR2 (Ω0)

ϕ(t,X(t,y)) dy dt

=

∫ T

0

∫
RepR2 (Ω0)

d

dt
ϕ(t,X(t,y)) dy dt =

∫ T

0

∫
RepR2 (Ω(t))

D

Dt
ϕ(t,y) dy dt

=

∫ T

0

∫
R2

RepR2(θ(t,x))
D

Dt
ϕ(t,x) dx dt = I.
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We brought d/dt inside the integral using Theorem 2.27 of [11]. But also,∫ T

0

d

dt

∫
RepR2 (Ω(t))

ϕ(t,x) dx dt =

∫
RepR2 (Ω(t))

[ϕ(t,x)− ϕ(0,x)] dx

=

∫
R2

[(RepR2(θ(t))ϕ)(t,x)−RepR2(θ0(x))ϕ(0,x)] dx,

showing that RepR2(θ) is a weak solution with initial scalar RepR2(θ0). □

Remark. We know from Remark 7.4 that ∇u(x) becomes infinite as x → ∂Ω; nonetheless,
the Jacobian det∇X(t,x) ≡ 1, and that is sufficient to obtain equality in the integrations we
made in the proof of Proposition 7.1.

We used Lemma 7.3 above.

Lemma 7.3. Let α ∈ (0, 1]. Suppose that ΩΠ is a bounded domain in Π with C1 boundary
and Ω is a suitable representation of ΩΠ as in Definition 2.6. Let θ = 1Ω and u = Kα

p ∗ θ.
Then u ∈ C∞(Rep(ΩΠ)) and u ∈ C∞(Rep(ΩΠ)

C
).

Proof. First assume that α ∈ (0, 1). Then

u(x) =

∫
R2

Kα
p (x− y)θ(y) dy =

∫
R2

Kα(x− y)θ(y) dy +

∫
R2

Hα(x− y)θ(y) dy. (7.1)

Assume that x ∈ Rep(ΩΠ). Then x − nj ∈ Ω for some j ∈ Z, but x − nk /∈ Ω for any
k ̸= j. Since u is 1-periodic in x1, we can assume, by translating Ω by nj , that x ∈ Ω and
x − nk /∈ Ω for all k ̸= 0. Hence, Hα(x − ·) ∈ C∞(Rep(ΩΠ)), so the second integral on the
right-hand side of (7.1) is in C∞(Rep(ΩΠ)) with, for any multi-index ξ,∣∣∣∣∫

R2

DξHα(x− y)θ(y) dy

∣∣∣∣ ⩽ ∥DξHα(x− ·)∥L1(Ω)∥θ∥L∞ ⩽ C(ξ).

Let r = dist(x0, ∂Ω). Then for x ∈ Br(x0),

v(x) :=

∫
R2

Kα(x− y)θ(y) dy =

∫
Br(x)

Kα(x− y) dy +

∫
Br(x)C∩Ω

Kα(x− y) dy

=

∫
Br(x)C∩Ω

Kα(x− y) dy.

We used here that Kα is radially symmetric, so the integral over Br(x) vanishes.
Then,

∂iv(x) =

∫
Br(x)C∩Ω

∂iK
α(x− y) dy

+ lim
h→0

1

h

ñ∫
Br(x+hei)C∩Ω

Kα(x− y) dy −
∫
Br(x)C∩Ω

Kα(x− y) dy

ô
=: w1(x) +w2(x).

But,

|w1(x)| ⩽ ∥∂iKα(x− ·)∥L1(Ω) ⩽ C(|ξ|, dist(x0, ∂Ω)),

and

|Br(x+ hei)△Br(x)| = O(2πrh)
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as h→ 0, so

|w2(x)| ⩽ lim
h→0

∫
Br(x+hei)△Br(x)

|Kα(x− y)| dy

⩽ lim
h→0

1

h
O(2πrh)

αcα
(r − h)1+α

⩽
C

rα
=

C

dist(x, ∂Ω)α
.

Although this bound on |∂iv(x0)| blows up as x0 → ∂Ω, we do have that v and so u are
in C1(Rep(ΩΠ)). Taking higher derivatives, we see that u ∈ C∞(Rep(ΩΠ)), and a similar

argument gives u ∈ C∞(Rep(ΩΠ)
C
).

The proof for α = 1 is essentially the same, except that the integrals must be considered
in the principal value sense. □

Remark 7.4. For α = 0, Bertozzi and Constantin in [6] use their geometric lemma to show
that ∇u ∈ L∞(R2). Their argument relies on ∇K0(x), which acts as the kernel of a singular
integral operator, integrating to zero over circles centered at the origin. That property fails
to hold, however, for ∇Kα(x) when α ∈ (0, 1): in fact, ∇u(x) blows up as x → ∂Ω.

8. Remarks on the periodic Green’s function

The fundamental difference between our setup and that of Gancedo in [14] is the Green’s
function—Gα in [14] versus Gα

Π or Gα
p in this paper. Gancedo, who always writes the Green’s

function explicitly for α ∈ (0, 1] as cα/|x|α, takes advantage of the following key properties:

(1) Gα is singular only at x = 0, where Gα(x) ∼ |x|−α.
(2) Gα(−x) = Gα(x).
(3) Gα(x) = Gα(|x|); that is, Gα is radially symmetric.
(4) Gα(x) is bounded (in fact, decays) as |x| → ∞.

These properties are most critical in the analysis of the CDE, where they appear in two
forms:

Gα
p (γ(β)− γ(η)) and Gα

p (γ(η)− γ(η − β)) = Gα
p (δβ(η)),

where δβ(η) := γ(η) − γ(η − β), as in (5.4). In both cases, these factors appear in the

integrand, with η, and in the second form also β, integrated over the domain, T⃗, of a chain
γ. Gα

p (x) has a singularity like |x−nk|−α at each lattice point nj ∈ L, but as long as γ is a
lift of the boundary γΠ of a domain in Π, the arguments of Gα

p above will encounter only the
singularity at η = β. Otherwise, two points on γ would differ by a lattice point nj , meaning
that γ could not be a lift. Hence, in effect, we maintain property (1), at least in principle.

We have (2), but we do not have property (3). In [14], property (3) (which implies property
(2)) is used to conclude that certain integrands are perfect derivatives, so their integral over
a closed curve vanishes. The first use is to demonstrate, as part of bounding the H3 norm of
γ, that, supposing ∂tγ = L(γ),

d

dt
∥γ(t)∥2

L2(T⃗) = 2(γ(t), L(γ(t)) = 0. (8.1)

Gancedo starts by using property (2) to obtain

1

2

d

dt
∥γ(t)∥2

L2(T⃗) =

∫
T⃗

∫
T⃗
Gα

p (δβ(η))∂ηδβ(η) · δβ(η) dβ dη.
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He then uses that∫
T⃗

∫
T⃗
Gα(δβ(η))∂ηδβ(η) · δβ(η) dβ dη =

cα
2

∫
T⃗

∫
T⃗
|δβ(η)|−α∂η|δβ(η)|2 dη dβ

=
cα

2− α

∫
T⃗

∫
T⃗
∂η|δβ(η)|2−α dη dβ = 0,

since the inner integral vanishes because the integrand is a perfect derivative in η.
The first part of this argument works in our setting as well since it uses only property (2),

but the second part—which requires that G(x) be radially symmetric, the specific form being
unimportant—fails in our setting.

Property (4) is used implicitly in [14], but we will need to account for the lack of decay of
Gα

p , as evidenced in Rα in Proposition 3.3. Because we assume that the patch at time zero
is compactly supported in the vertical direction, we can control the growth of the patch, as
the growth of Rα is only in the vertical direction.

In adapting the arguments in [14], we use the decomposition Gα
p = Gα + Rα, and bound

the terms involving Gα separately from those involving Rα, since they succumb to slightly
different techniques.

As the patch boundary evolves, the singularity in Rα at points in L∗ must be avoided. To
do this, we will modify in Section 9 the function F that Gancedo employs to measure the
self-intersection of (one component of) the patch boundary.

Furthermore, because we allow patches to be multiply connected, we must also control for
two boundary components evolving to intersect. We do this at the end of Section 11.3.

9. Measuring self-intersection

The initial data we consider for the patch boundary is smooth and non-self-intersecting.
In addition to maintaining regularity at positive times, we must demonstrate that we main-
tain the non-self-intersecting property at positive times. This is a feature of all existence
theories for water waves, vortex sheets, and vortex patches, although the need for a non-self-
intersection condition is sometimes obviated by considering the simpler geometry of graphs
rather than general parameterized curves. In the general setting, following Wu’s work on
water waves [29], we enforce the chord-arc condition both on the initial data and at positive
times.

As the first author explains in some detail in [3], there are two primary ways of controlling
the chord-arc quantity at positive times. The approach of [3] and other works by the first
author relies mostly on continuity: since solutions initially satisfy the chord-arc condition,
if the time derivative of the chord-arc quantity is bounded, then the condition continues to
hold for some positive time interval. The approach taken by Gancedo in [14] and in related
works instead directly estimates the L∞-norm of the chord-arc quantity, by taking the limit
of Lp-norms as p goes to infinity.

In the present work, we take a mixed approach; since many of our estimates are analogous
to estimates of [14], we begin by introducing an analogous quantity, F, adapted to our periodic
setting, for which we will make estimates of the L∞-norm. A significant difference, however,
is that in the present work there are n boundary components of our patch/ layer regions, and
we must also measure how near different components come to each other. For this, we will
follow [3] more closely, in that we will rely on the fact that initially the boundary components
are separated by a finite distance, and that their velocities are bounded.
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We now proceed to describe the chord-arc quantities for individual boundary components,
analogously to [14]. We will bound the distance between distinct components when the time
comes, specifically, in Section 11.3 below.

We define a function F much as in (16) of [14] that measures, inversely, how close to self-
intersecting a path γ is. Letting δβ(η) = γ(η)− γ(η − β), as in (5.4), for a given C1 path γ
in R2, define the functions F, Fj : [−π, π]2 → R,

F0(γ)(β, η) =


|β|

|δβ(η)|
if β ̸= 0,

1
|∂ηγ(η)| if β = 0,

Fj(γ)(β, η) =
1

|δβ(η)− nj |
for j ∈ Z∗,

F (γ)(β, η) = max
j∈Z

Fj(γ)(β, η).

(9.1)

As long as γ is non-self-intersecting, Fj is continuous for all j ⩾ 0, with Fj(γ)(−π, η) =
Fj(γ)(π, η). We have the simple bound,

1

dist(δβ(η),L∗)
= max

j∈Z∗
Fj(γ)(β, η) ⩽ F (γ)(β, η). (9.2)

Moreover, δβ, Fj , and F naturally extend to apply to a chain γ.

Remark 9.1. First, we note that although we do not label them as such, we actually have
one such F quantity for each of our n boundary components. This will not be critical, as we
bound all of them in the same manner. Next, we remark that the functions Fj, for j ∈ Z∗,

are naturally defined on T⃗2, but F0 and so F are not. To make F0 properly defined on T⃗2, we
could replace |β| in its definition by |sin(β/2)|. We use |β|, however, to more closely align

with [14]. This will force us to use a specific parameterization of T⃗ by β ∈ [−π, π], though we
will not point this out in every instance in which it arises.

9.1. Bounding derivatives of Gα
p (δβ(η)). We will now put the chord-arc quantity F to

use. We have the following, where repeated indices are implicitly summed over:

∂ηG
α
p (δβ(η)) = ∂jG

α
p (δβ(η))∂ηδ

j
β(η),

∂2ηG
α
p (δβ(η)) = ∂jkG

α
p (δβ(η))∂ηδ

j
β(η)∂ηδ

k
β(η) + ∂jG

α
p (δβ(η))∂

2
ηδ

j
β(η),

∂3ηG
α
p (δβ(η)) = ∂jkℓG

α
p (δβ(η))∂ηδ

j
β(η)∂ηδ

k
β(η)∂ηδ

ℓ
β(η)

+ ∂jkG
α
p (δβ(η))

î
∂2ηδ

j
β(η)∂ηδ

k
β(η) + ∂ηδ

j
β(η)∂

2
ηδ

k
β(η)
ó

+ ∂jkG
α
p (δβ(η))∂

2
ηδ

j
β(η)∂ηδ

k
β(η) + ∂jG

α
p (δβ(η))∂

3
ηδ

j
β(η)

= ∂jkℓG
α
p (δβ(η))∂ηδ

j
β(η)∂ηδ

k
β(η)∂ηδ

ℓ
β(η)

+ 3∂jkG
α
p (δβ(η))∂

2
ηδ

j
β(η)∂ηδ

k
β(η) + ∂jG

α
p (δβ(η))∂

3
ηδ

j
β(η).

More generally, we can write, for k ⩾ 0,

∂kηG
α
p (δβ(η)) =

k∑
j=1

∇jGα
p (δβ(η)) ·

∑
ℓ⃗∈Vjk

c
ℓ⃗
∂ℓ1η δβ(η)⊗ · · · ∂ℓjη δβ(η), (9.3)

where each c
ℓ⃗
is a positive integer and, for j ⩽ k,

Vjk :=
¶
ℓ⃗ ∈ {1, . . . , k}j : ℓ1 + · · ·+ ℓj = k

©
, V00 = 1.
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Setting mn = 2 if n = 0, mn = n if n > 0, Proposition 3.3 and (9.2) give

|∇nRα(δβ(η))| ⩽
C

dist(δβ(η),L∗)n+α
+ C|δβ(η)|mn

⩽ C (F (γ)(β, η))n+α + C∥γ∥mn

L2 .

(9.4)

Define

S0(β, η) = S0(γ)(β, η) := (F (γ)(β, η))α + ∥γ∥2L2 ,

Sn(β, η) = Sn(γ)(β, η) :=
n∑

j=1

î
(F (γ)(β, η))j+α + ∥γ∥j

L2

ó
,

(9.5)

for n ⩾ 1. Then (9.4) gives
n∑

j=1

|∇jRα(δβ(η))| ⩽ CSn(β, η) for n ⩾ 0. (9.6)

The derivatives of Gα are simply bounded in terms of F :

|∇nGα(δβ(η))| ⩽
C

|δβ(η)|n+α
=

Å |β|
|δβ(η)|

ãn+α C

|β|n+α
⩽ C

∥F (γ)∥n+α

L∞(T⃗2)

|β|n+α
. (9.7)

Then (9.6) and (9.7) give

|∇nGα
p (δβ(η))| ⩽ C

∥F (γ)∥n+α

L∞(T⃗2)

|β|n+α
+ ∥Sn(γ)∥L∞(T⃗2)

⩽ C
∥Sn(γ)∥L∞(T⃗2)

|β|n+α
, (9.8)

and thus,

|∂kηGα
p (δβ(η))| ⩽ C

k∑
j=1

|∇jGα
p (δβ(η))|

∑
ℓ⃗∈Vjk

|∂ℓ1η δβ(η)| · · · |∂
ℓj
η δβ(η)|

⩽ C
k∑

j=1

∥F (γ)∥j+α

L∞(T⃗2)

|β|j+α
+ ∥Sj(γ)∥L∞(T⃗2)

 ∑
ℓ⃗∈Vjk

|∂ℓ1η δβ(η)| · · · |∂
ℓj
η δβ(η)|

⩽ C∥Sk(γ)∥L∞(T⃗2)

k∑
j=1

1

|β|j+α

∑
ℓ⃗∈Vjk

|∂ℓ1η δβ(η)| · · · |∂
ℓj
η δβ(η)|.

(9.9)

10. Estimates on the CDE operator L

In this section, we obtain a number of estimates on the operator L of (5.4). We give as many
of these estimates as possible for all α ∈ (0, 1], even though a workable version of L for α = 1
involves a second term and a “constant speed” parameterization of γ, as done in [14]. But
first, we establish a symmetric property of L in Proposition 10.1.

Remark. In what follows, we bring derivatives inside integrals over T⃗ and integrate by parts

on T⃗. These are all justified by applying Lemma B.5 and Corollary B.7 to the estimates that
follow these procedures, though we will not always state that explicitly.

Proposition 10.1. If γ is a quasi-closed Hn(T) chain in R2 for n ⩾ 4 then for all m < n,

(∂mη γ,∂mη L(γ))L2(T⃗) =
1

2

∫
T⃗

∫
T⃗
∂mη

(
Gα

p (δβ(η))∂ηδβ(η)
)
· ∂mη δβ(η) dβ dη. (10.1)
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Proof. Using

µ(β, η) := γ(β)− γ(η),

write the operator L of (5.4) in the form of (5.2):

L(γ(η)) =

∫
T⃗
Gα

p (µ(β, η))∂2µ(β, η) dβ. (10.2)

Recalling the definition of iterated integrals in Definition 2.4, we apply ∂mη to both sides
of (10.2), take the scalar product with ∂mη γ(β), and integrate over I to give

(∂mη γ,∂mη L(γ))L2 =

∫
T⃗

∫
T⃗
∂mη

(
Gα

p (µ(β, η))∂2µ(β, η)
)
· ∂mη γ(β) dβ dη

=

∫
T⃗

∫
T⃗
∂mη

(
Gα

p (µ(η, β))∂2µ(η, β)
)
· ∂mη γ(η) dη dβ

= −
∫
T⃗

∫
T⃗
∂mη

(
Gα

p (µ(β, η))∂2µ(β, η)
)
· ∂mη γ(η) dη dβ.

In the second equality, we simply switched variable names η and β, while in the final equality
we used that Gα

p (−x) = Gα
p (x) and µ(η, β) = −µ(β, η). Taking the average of the second

and fourth expressions, we see that

(γ,L(γ))L2 =
1

2

∫
T⃗

∫
T⃗
∂mη

(
Gα

p (µ(β, η))∂2µ(β, η)
)
· ∂mη µ(β, η) dβ dη. (10.3)

Now let δβ(η) := γ(η)− γ(η − β) as in (5.4). Making the change of variables, β 7→ η − β,
but leaving η unchanged, using that γ is quasi-closed and that ∂2δβ(η) = ∂ηδβ(η), (10.3)
becomes (10.1). □

Proposition 10.2. Let α ∈ (0, 1] and define the operator L as in (5.4) (even for α = 1).
Let γ be an Hn(T) quasi-closed chain in R2 for n ⩾ 3. Then

∥∂mη L(γ)∥L2(T⃗) ⩽ Am(γ, α) :=


C∥Sm(γ)∥

L∞(T⃗2)

∑m+1
j=0 ∥γ∥j

Hm+1(T⃗)
if α ∈ (0, 1),

C∥Sm(γ)∥
L∞(T⃗2)

∑m+1
j=0 ∥γ∥j

Hm+2(T⃗)
if α = 1

holds for all m ⩽ n− 2 and, if α ∈ (0, 1), for m = n− 1 as well.

Proof. We have,

∂mη L(γ)(η) =

∫
T⃗
∂mη

(
Gα

p (δβ(η))∂ηδβ(η)
)
dβ

=

m∑
k=0

Ç
m

k

å∫
T⃗
∂kη (G

α
p (δβ(η))∂

m−k+1
η δβ(η)) dβ.

From (9.8), and applying Minkowski’s integral inequality,

∥Gα(δβ(η)∂
m+1
η δβ(η))∥L2

η
⩽ C

∫
T⃗
C
∥S0(γ)∥L∞(T⃗2)

|β|α
|∂m+1

η δβ(η)| dβ,

and, using (9.9), for k ⩾ 1,

∥∂kη (Gα(δβ(η))∂
m−k+1
η δβ(η))∥L2

η
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⩽ C∥Sk(γ)∥L∞(T⃗2)

k∑
j=1

∫
T⃗

1

|β|j+α
|∂m−k+1

η δβ(η))|
∑
ℓ⃗∈Vjk

|∂ℓ1η δβ(η)| · · · |∂
ℓj
η δβ(η)| dη.

If m ⩽ n− 2 and α ∈ (0, 1] then, observing that the highest possible value of li for ℓ ∈ Vjk is
k − j + 1, and applying Lemma B.10,

∥∂kη (Gα(δβ(η))∂
m−k+1
η δβ(η))∥L2

η

⩽ C
k∑

j=1

∥Sk(γ)∥L∞(T⃗2)

∫
T⃗

1

|β|j+α
∥∂m−k+1

η δβ(η))∥L2
η
∥δ∥Hk−j+1∥δ∥j−1

Hk−j+1,∞ dβ

⩽ C∥Sm(γ)∥
L∞(T⃗2)

∥γ∥Hm+1 +
k∑

j=1

∥γ∥Hm−k+2∥γ∥Hk−j+2∥γ∥j−1
Hk−j+3

∫
T⃗

|β|j+1

|β|j+α

 dβ

⩽ C∥Sm(γ)∥
L∞(T⃗2)

î
∥γ∥Hm+1 + ∥γ∥Hm−k+2∥γ∥Hk+1∥γ∥k−1

Hk+2

ó
⩽ ∥Sm(γ)∥

L∞(T⃗2)

î
∥γ∥Hm+1 + ∥γ∥k+1

Hk+2

ó
.

Hence,

∥∂mη L(γ)∥L2(T⃗) ⩽ ∥Sm(γ)∥
L∞(T⃗2)

m∑
k=0

Ç
m

k

åî
∥γ∥Hm+1 + ∥γ∥k+1

Hk+2

ó
⩽ C∥Sm(γ)∥

L∞(T⃗2)

m+1∑
j=0

∥γ∥j
Hm+2(T⃗)

.

In applying Lemma B.10, we used the bound ∥δβ∥Hk−j+1,∞ ⩽ ∥γ∥Hk−j+3 |β| ⩽ ∥γ∥Hk+2 |β|
to obtain the factor |β|j+1 to fully cancel the singularity in the Green’s function when α = 1.
For α < 1, that is not needed, so for m ⩽ n − 1 and α ∈ (0, 1) we can instead apply the
Lemma B.10 inequality, ∥δβ∥Hk−j+1,∞ ⩽ ∥γ∥Hk+1 , giving

∥∂mη L(γ)∥L2(T⃗) ⩽ C∥Sm(γ)∥
L∞(T⃗2)

m+1∑
j=0

∥γ∥j
Hm+1(T⃗)

. □

Proposition 10.3. Let α ∈ (0, 1] and let γ be an Hn(T) quasi-closed chain in R2 for n ⩾ 4.
Then

|(∂ηγ, ∂ηL(γ))L2(T⃗)| ⩽

{
C∥S1(γ)∥L∞(T⃗2)

∥γ∥H3∥γ∥2L2 if α ∈ (0, 1),

C∥S1(γ)∥L∞(T⃗2)
∥γ∥H2∥γ∥2H1 if α = 1

and, if α ∈ (0, 1), for all 3 ⩽ m ⩽ n− 1,

|(∂mη γ, ∂mη L(γ))L2(T⃗)| ⩽ ∥Sm(γ)∥
L∞(T⃗2)

m+2∑
j=3

∥γ∥j
Hm(T⃗)

.

Proof. To bound |(∂ηγ, ∂ηL(γ))L2(T⃗)|, from Proposition 10.1, we have

(∂ηγ,∂ηL(γ))L2(T⃗) =

∫
T⃗
Gα

p (δβ(η))∂ηδβ(η) · δβ(η) dη

=
1

2

∫
T⃗
Gα

p (δβ(η))∂ηδβ(η) · δβ(η) dη = −1

2

∫
T⃗
∂ηG

α
p (δβ(η))|δβ(η)|2 dη,
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where we integrated by parts using Corollary B.7. This is as in [14], where the integrand is
a perfect derivative, making the integral vanish. As we observed in Section 8, the integrand
is not a perfect derivative in the present horizontally periodic setting, so we are forced to
obtain a weaker bound.

From (9.9) for k = 1, we have

|(γ, L(γ))L2 | ⩽
1

2

∫
T⃗

∫
T⃗
|∂ηGα

p (δβ(η))||δβ(η)|2 dη dβ

⩽ C∥S1(γ)∥L∞(T⃗2)

∫
T⃗

1

|β|1+α
∥∂ηδ(η)∥L∞∥δβ(η)∥2L2 dβ.

We now apply Lemma B.10. If α ∈ (0, 1) then

|(γ, L(γ))L2 | ⩽ C∥S1(γ)∥L∞(T⃗2)
∥γ∥H3∥γ∥2L2

∫
T⃗

|β|
|β|1+α

dβ

= C∥S1(γ)∥L∞(T⃗2)
∥γ∥H3∥γ∥2L2 .

If α = 1, this integral does not converge, so we apply Lemma B.10 differently, finding instead

|(γ, L(γ))L2 | ⩽ C∥S1(γ)∥L∞(T⃗2)
∥γ∥H2∥γ∥2H1

∫
T⃗

|β|2

|β|1+α
dβ

= C∥S1(γ)∥L∞(T⃗2)
∥γ∥H2∥γ∥2H1 .

Next we establish the bound on |(∂mη γ, ∂mη L(γ))L2(T⃗)|. From Proposition 10.1

(∂mη γ,∂mη L(γ))L2(T⃗) =
1

2

∫
T⃗

∫
T⃗
∂mη

(
Gα

p (δβ(η))∂ηδβ(η)
)
· ∂mη δβ(η) dβ dη

=
1

2

m∑
k=0

Ç
m

k

å∫
T⃗

∫
T⃗
∂mη δβ(η) · ∂kη (Gα

p (δβ(η))∂
m−k+1
η δβ(η)) dη dβ.

(10.4)

We wish to obtain a bound using only theHm-norm of γ, but in the k = 0 term, ∂m−k+1
η δβ(η) =

∂m+1
η δβ(η). That term we integrate by parts using Corollary B.7:

1

2

∫
T⃗

∫
T⃗
∂mη δβ(η) ·Gα

p (δβ(η)∂
m+1
η δβ(η)) dη dβ

=
1

4

∫
T⃗

∫
T⃗
Gα

p (δβ(η)∂η|∂mη δβ(η))|2 dη dβ = −1

4

∫
T⃗

∫
T⃗
∂ηG

α
p (δβ(η)|∂mη δβ(η))|2 dη dβ

= −1

4

∫
T⃗

∫
T⃗
∂mη δβ(η) · ∂ηGα

p (δβ(η)∂
m
η δβ(η) dη dβ,

which is a constant multiple of the k = 1 term in (10.4). Hence, using (9.9), we have

|(∂mη γ, ∂mη L(γ))L2(T⃗)| ⩽ C
m∑
k=1

∫
T⃗

∫
T⃗
|∂mη δβ(η)||∂kη (Gα

p (δβ(η))||∂m−k+1
η δβ(η))| dη dβ

⩽ C∥Sm(γ)∥
L∞(T⃗2)

m∑
k=1

k∑
j=1

∑
ℓ⃗∈Vjk

P
kjℓ⃗
,

where, for ℓ ∈ Vjk,

P
kjℓ⃗

:=

∫
T⃗

∫
T⃗

1

|β|j+α
|∂mη δβ(η)||∂m−k+1

η δβ(η))||∂ℓ1η δβ(η)| · · · |∂
ℓj
η δβ(η)| dβ dη.
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As long as i < m − 1, we can use Lemma B.10 to bound the factors |∂iηδβ(η)| appearing
in P

kjℓ⃗
either in the L∞ or L2 norms; for i = m − 1, we can only bound |∂iηδβ(η)| in the

L2 norm; and for i = m we must bound |∂iηδβ(η)| as is. Since there is always at least one
|∂mη δβ(η)| factor, there are four cases to consider:

Case 1: All but the one factor |∂mη δβ(η)| in P
kjℓ⃗

are of the form |∂iηδβ(η)| for i < m − 1.

Then

P
kjℓ⃗

⩽
∫
T⃗

1

|β|j+α
∥∂ℓ1η δβ(η)∥L∞ · · · ∥∂ℓjη δβ(η)∥L∞

∫
T⃗
|∂mη δβ(η)||∂m−k+1

η δβ(η))| dη dβ

⩽ C∥γ∥jHm

∫
T⃗

1

|β|j+α
|β|j∥γ∥Hm∥γ∥Hm |β| dβ = C∥γ∥j+2

Hm .

We note that this bound would hold for α = 1 as well.

Case 2: P
kjℓ⃗

contains two factors of ∂mη δβ(η). There are two terms of this form: (1)

k = j = 1, which also has one factor of ∂ηδβ(η) and (2) k = m, j = 1, for which the inner
sum has only one term, which containsm factors of ∂ηδβ(η). Using |∂ηδβ(η)|L∞ ⩽ C∥γ∥H2 |β|
by Lemma B.10, we bound P

kjℓ⃗
for (1), (2), respectively, by

P
11ℓ⃗

⩽ C∥γ∥H2

∫
T⃗

1

|β|1+α
|β|

∫
T⃗
|∂mη δβ(η)|2 dη dβ ⩽ C∥γ∥H2∥γ∥2Hm ,

P
mmℓ⃗

⩽ C∥γ∥mH2

∫
T⃗

1

|β|m+α
|β|m

∫
T⃗
|∂mη δβ(η)|2 dη dβ ⩽ C∥γ∥mH2∥γ∥2Hm .

Case 3: P
kjℓ⃗

contains one factor of ∂mη δβ(η) and two factors of ∂m−1
η δβ(η). Those two factors

cannot both come from |∂ℓ1η δβ(η)| · · · |∂
ℓj
η δβ(η)|, since ℓ1 + · · · + ℓj ⩽ m, so it must be that

m− k+ 1 = m− 1, which requires that k = 2. But then |∂ℓ1η δβ(η)| · · · |∂
ℓj
η δβ(η)| can contain

no factor with a higher derivative than |∂2ηδβ(η)|, and that only when j = 1. So this case can
only occur when m = 3, so that 2 = m− 1. In this case,

P
21ℓ⃗

⩽
∫
T⃗

∫
T⃗

1

|β|1+α
|∂3ηδ

j
β(η)||∂

2
ηδβ(η)||∂2ηδβ(η)| dη dβ

⩽ C∥γ∥H3

∫
T⃗

1

|β|1+α

∫
T⃗
|∂2ηδ

j
β(η)||∂

3
ηδβ(η)| dη dβ

⩽ C∥γ∥H3

∫
T⃗

1

|β|1+α
∥∂2ηδ

j
β(η)∥L2

η
∥∂3ηδβ(η)∥L2

η
dβ

⩽ C∥γ∥3H3

∫
T⃗

1

|β|1+α
|β| dβ = C∥γ∥3H3 ⩽ C∥γ∥3Hm .

Case 4: P
kjℓ⃗

contains one factor of ∂mη δβ(η), one factor of ∂m−1
η δβ(η), and all other factors

are of the form |∂iηδβ(η)| for i < m − 1. This occurs only when (1) m > 3 and k = 2 or (2)
j = 1, k = m − 1. For (1), the bound is the same as in Case 1. For (2), it must be that
ℓ1 = m− 1, so

P
m−1,1,ℓ⃗

⩽
∫
T⃗

1

|β|1+α
∥∂2ηδβ(η)∥L∞

∫
T⃗
|∂mη δβ(η)||∂m−1

η δβ(η))| dη dβ

⩽ C∥γ∥3Hm

∫
T⃗

1

|β|1+α
|β|2 dβ = C∥γ∥3Hm ,
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a bound that would hold for α = 1 as well.
Combined, these four cases give the bound on |(∂mη γ, ∂mη L(γ))L2(T⃗)|. □

Proposition 10.4. Let α ∈ (0, 1] and let γ1 and γ2 be Hn(T) be quasi-closed chains in R2

for n ⩾ 3. Then for any r ∈ (0, 1),

|L(γ)(η1)− L(γ)(η2)| ⩽
®
A2(γ, α)|η1 − η2| if α ∈ (0, 1),

A1(γ, 1)|η1 − η2|
1
2 if α = 1,

where A1 and A2 are as in Proposition 10.2. If α ∈ (0, 1) then

∥L(γ1)− L(γ2)∥L2(T⃗) ⩽ B1(γ1,γ2)∥γ1 − γ2∥H1 ,

where

B1(γ1,γ2) := C∥S0(γ2)∥L∞(T⃗2)
+ C

2∑
j=1

∥S1(γj)∥L∞(T⃗2)
∥γ1∥H2 + C0∥γ1∥H3 .

Define µ : [0,∞) → [0,∞) by µ(0) = 0 and

µ(x) =

®
−ex log x if x < e−1,

x/e if x ⩾ e−1.
(10.5)

If α = 1 then

∥L(γ1)− L(γ2)∥L2(T⃗) ⩽ B2(γ1,γ2)µ(∥γ1 − γ2∥H1),

where

B2(γ1,γ2) := Cmax
1,2

∥γj∥
1− 1

e

H3 ∥S0(γ2)∥L∞(T⃗2)
+ C

2∑
j=1

∥S1(γj)∥L∞(T⃗2)
∥γ1∥H2

+ C0∥γ1∥H3 max
1,2

∥γj∥
1− 1

e

H2 .

Proof. The bound on |L(γ)(η1)−L(γ)(η2)| follows from Lemma B.10 for α ∈ (0, 1) and from
Sobolev embedding for α = 1.

Defining

δjβ(η) := γj(η)− γj(η − β),

we make the decomposition, L(γ1)− L(γ2) = P1 + P2 + P3, where

P1 =

∫
T⃗
Gα

p (δ
2
β(η))∂η

[
δ1β(η)− δ2β(η)

]
dβ,

P2 =

∫
T⃗

[
Rα(δ1β(η))−Rα

p (δ
2
β(η))

]
∂ηδ

1
β(η) dβ,

P3 =

∫
T⃗

[
Gα(δ1β(η))−Gα(δ2β(η))

]
∂ηδ

1
β(η) dβ.
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Now,

∥∂ηδ1β(η)∥L2 ⩽ 2∥∂ηγ1∥L2 ⩽ 2∥γ1∥H1 ,

∥δ1β(η)− δ2β(η)∥L2 ⩽ ∥γ1(η)− γ2(η)∥L2 + ∥γ1(η − β)− γ2(η − β)∥L2

⩽ 2∥γ1 − γ2∥L2 ,

∥∂η[δ1β(η)− δ2β(η)]∥L2 ⩽ ∥∂η[γ1(η)− γ2(η)]∥L2 + ∥∂η[γ1(η − β)− γ2(η − β)]∥L2

⩽ 2∥γ1 − γ2∥H1 .

(10.6)

For α = 1, we will also use

|δ1β(η)− δ2β(η)| ⩽ ∥δ1β(η)∥L∞ + ∥δ2β(η)∥L∞ ⩽ Cmax
1,2

∥γj∥H2 |β|,

|∂η[δ1β(η)− δ2β(η)]| ⩽ ∥∂ηδ1β(η)∥L∞ + ∥∂ηδ2β(η)∥L∞ ⩽ Cmax
1,2

∥γj∥H3 |β|,

by Lemma B.10. Thus, by interpolation, for any r ∈ (0, 1),

∥δ1β(η)− δ2β(η)∥L2 ⩽ Cmax
1,2

∥γj∥1−r
H2 ∥γ1 − γ2∥rL2 |β|1−r,

∥∂η[δ1β(η)− δ2β(η)]∥L2 ⩽ Cmax
1,2

∥γj∥1−r
H3 ∥γ1 − γ2∥rH1 |β|1−r.

(10.7)

Using (9.8) for n = 0, and applying Minkowski’s integral inequality, for α ∈ (0, 1),

∥P1∥L2 ⩽
∫
T⃗
∥Gα

p (δ
2
β(η))∂η

[
δ1β(η)− δ2β(η)

]
∥L2

η
dβ

⩽
∫
T⃗
∥Gα

p (δ
2
β(η))∥L∞

η
∥∂η

[
δ1β(η)− δ2β(η)

]
∥L2

η
dβ

⩽ 2∥F (γ2)∥αL∞∥γ1 − γ2∥H1

∫
T⃗

cα
|β|α

dβ ⩽ C∥S0(γ2)∥L∞(T⃗2)
∥γ1 − γ2∥H1 .

For α = 1, we use instead (10.7) to give

∥P1∥L2 ⩽ Cmax
1,2

∥γj∥1−r
H3 ∥S0(γ2)∥L∞(T⃗2)

∥γ1 − γ2∥rH1

∫
T⃗

|β|1−r

|β|
dβ

⩽ Cmax
1,2

∥γj∥1−r
H3 ∥S0(γ2)∥L∞(T⃗2)

∥γ1 − γ2∥rH1

1− r
.

For P2, we have for any α ∈ (0, 1],

|Rα(δ1β(η))−Rα(δ2β(η))| =
|Rα(δ1β(η))−Rα(δ2β(η))|

|δ1β(η)− δ2β(η)|
|δ1β(η)− δ2β(η)|

⩽ ∥∇Rα∥L∞(supp(δ1β(η))∪supp(δ
2
β(η))

|δ1β(η)− δ2β(η)|

⩽ C[∥S1(γ1)∥L∞(T⃗2)
+ ∥S1(γ2)∥L∞(T⃗2)

]|δ1β(η)− δ2β(η)|.

Hence,

∥P2∥L2 ⩽ C

2∑
j=1

∥S1(γj)∥L∞(T⃗2)
∥∂ηδ1β(η)∥L∞∥δ1β − δ2β∥L2

⩽ C

2∑
j=1

∥S1(γj)∥L∞(T⃗2)
∥γ1∥H2∥γ1 − γ2∥L2 .
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This leaves P3. Applying the inequality (see (27) of [14])

|aα − bα| ⩽ αmin {a, b}α−1 |a− b|, ∀a > 0, b > 0,

we have

|Gα(δ1β(η))−Gα(δ2β(η))| =
∣∣∣∣ cα

|δ1β(η)|α
− cα

|δ2β(η)|α

∣∣∣∣ = cα

∣∣∣∣ |δ2β(η)|α − |δ1β(η)|α

|δ1β(η)|α|δ2β(η)|α

∣∣∣∣
= cα

∣∣∣∣
Ç
|δ2β(η)|
|β|

åα

−
Ç
|δ1β(η)|
|β|

åα∣∣∣∣
Ç

|β|
|δ1β(η)|

åαÇ |β|
|δ2β(η)|

åα

|β|−α

⩽ min

®
|δ2β(η)|
|β|

,
|δ1β(η)|
|β|

´α−1 ∣∣∣∣∣∣∣∣δ2β(η)β

∣∣∣∣− ∣∣∣∣δ1β(η)β

∣∣∣∣∣∣∣∣|β|−α∥F∥2α
L∞(T⃗2)

⩽ min
1,2

Ç
C∥γj∥H2

|β|
|β|
åα−1 ∣∣∣∣∣∣∣∣δ2β(η)β

∣∣∣∣− ∣∣∣∣δ1β(η)β

∣∣∣∣∣∣∣∣|β|−α∥F (γ1)∥αL∞(T⃗2)
∥F (γ2)∥αL∞(T⃗2)

⩽ Cmin
1,2

∥γj∥α−1
H2 |δ2β(η)− δ1β(η)||β|−1−α∥F (γ1)∥αL∞(T⃗2)

∥F (γ2)∥αL∞(T⃗2)

= C0|δ2β(η)− δ1β(η)||β|−1−α,

where we used the reverse triangle inequality.
For α ∈ (0, 1), we then have

∥P3∥L2 ⩽ C0

∫
T⃗

1

|β|1+α
∥∂ηδ1β∥L∞∥δ2β(η)− δ1β(η)∥L2

η
dβ

⩽ C0∥γ1∥H3∥γ1 − γ2∥L2

∫
T⃗

|β|
|β|1+α

dβ ⩽ C0∥γ1∥H3∥γ1 − γ2∥L2 .

For α = 1, we apply (10.7), so that, for any r ∈ (0, 1),

∥P3∥L2 ⩽ C0

∫
T⃗

1

|β|1+1
∥∂ηδ1β∥L∞ max

1,2
∥γj∥1−r

H2 ∥γ1 − γ2∥rL2 |β|1−r dβ

⩽ C0∥γ1∥H3 max
1,2

∥γj∥1−r
H2 ∥γ1 − γ2∥rL2

∫
T⃗

|β|1+1−r

|β|2
dβ

⩽ C0∥γ1∥H3 max
1,2

∥γj∥1−r
H2

∥γ1 − γ2∥rL2

1− r
.

Combining these bounds and applying Lemma 10.6 below for α = 1 gives the bounds on
∥L(γ1)− L(γ2)∥L2(T⃗). □

Remark 10.5. We can parallel the argument in Proposition 10.4 that led to the bound on
∥L(γ1)−L(γ2)∥L2(T⃗) to show that |L(γ)(η1)−L(γ)(η2)| ⩽ Cµ(|η1−η2|). Since µ is a modulus

of continuity for log-Lipschitz functions, this means that L(γ) is log-Lipschitz continuous
along the boundary.

We used the following lemma above.

Lemma 10.6. Let a > 0. Then

min
r∈[0,1)

ar

1− r
=

®
−ea log a if a < e−1,

1 if a ⩾ e−1.
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Proof. Let f(r) := ar

1−r . To find the minimum of f , set

0 = f ′(r) =
(1− r)(log a)ar + ar

1− r
,

which occurs when 1 − r = −1/ log a, so r = r0 := 1 + 1/ log a. To have r0 < 1, we must
have a < 1, and to have r0 > 0, we must have 1/ log a > −1; that is, a < 1/e. This gives a
minimum value,

f(r0) =
a
1+ 1

log a

− 1
log a

= −aa
1

log a log a = −ae
log a
log a log a = −ea log a.

Otherwise, the minimum value of f(r) occurs at r = 1 with a value of 1. □

11. Well-posedness for α ∈ (0, 1)

In this section we prove the existence and uniqueness of a periodic CDE solution (as defined
in Definition 6.2) for α ∈ (0, 1).

Theorem 11.1. Let α ∈ (0, 1), and let Ω0 and γ0 ∈ Hm(T⃗) be as in Definition 6.2.
There exists a time T > 0 so that on [0, T ] there is a unique periodic CDE solution γ ∈
C([0, T ];Hm(T⃗)) with ∂tγ ∈ C([0, T ];L∞(T⃗)) ∩ L∞(0, T ;Hm−1(T⃗)) for which γ(0) = γ0.

We will adapt the proof of this same theorem for a single compactly supported patch as
given by Gancedo in [14]. In outline, the steps in the proof are as follows:

Step 1 Assume that γ is an Hm+1(T⃗) chain in R2 and bound (γ, L(γ))
Hm(T⃗).

Step 2 Given γ ∈ C1([0, T ];Hm+1(T⃗)) solving ∂tγ = L(γ), obtain a bound on ∥F (γ(t))∥
L∞(T⃗2)

in terms of itself and ∥γ(t)∥
Hm(T⃗).

Step 3 Given γ ∈ C1([0, T ];Hm+1(T⃗)) solving ∂tγ = L(γ), combine the bounds in Steps 1
and 2 to obtain a uniform bound on ∥γ(t)∥

Hm(T⃗) + ∥F (γ(t))∥
L∞(T⃗2)

.

Step 4 Regularize the CDE (5.4) for a periodic solution γε, and show that the bound in Step
3 applies to γε. Apply Picard’s theorem to conclude that a unique solution γε, ε > 0,
exists up to the time T ∗

ε at which the L∞ norm of F (γε) becomes infinite, thereby
obtaining a uniform-in-ε bound, T ∗, on T ∗

ε .

Step 5 Show that some subsequence (γεn) converges to a periodic CDE solution γ for some
T > 0.

Step 6 Show that any periodic CDE solution is unique.

In the subsections that follow, we give each step of the proof.

11.1. Step 1: Bounding (γ, L(γ))Hm. Because

(
∥γ∥2

L2(T⃗) + ∥∂kγ∥2
L2(T⃗)

) 1
2
and

Ñ
k∑

j=0

∥∂jγ∥2
L2(T⃗)

é 1
2
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are equivalent Hk(T⃗) norms, and similarly for the inner products, it follows from Proposi-
tion 10.3 that

|(γ, L(γ))Hm | ⩽ ∥Sm(γ)∥
L∞(T⃗2)

m+2∑
j=3

∥γ∥j
Hm(T⃗)

. (11.1)

11.2. Step 2: Bounding ∥F (γ(t))∥
L∞(T⃗2)

.

Proposition 11.2. Let α ∈ (0, 1) and γ ∈ C1([0, T ];Hm+1(T⃗)). For all j ∈ Z,

∥Fj(γ(t))∥L∞(T⃗2)
⩽ ∥Fj(γ(0))∥L∞(T⃗2)

+

∫ t

0
A2(s)∥Fj(γ(s))∥2L∞(T⃗2)

ds, (11.2)

where A2(s) = A2(γ(s), α) is as in Proposition 10.2. The same bound holds for F in place
of Fj.

Proof. Let fj(β) = |β| if j = 0 and fj(β) = 1 if j ̸= 0. Applying Lemma B.8,

d

dt
∥Fj∥p

Lp(T⃗2)
=

d

dt

∫
T⃗

∫
T⃗

Å
fj(β)

|δβ(η)− nj |

ãp
dη dβ

= −p
∫
T⃗

∫
T⃗
fj(β)

p (δβ(η)− nj) · ∂tδβ(η)
|δβ(η)− nj |p+2

dη dβ

⩽ p

∫
T⃗

∫
T⃗
fj(β)

−1

Å
fj(β)

|δβ(η)− nj |

ãp+1

|∂tδβ(η)| dη dβ

= p

∫
T⃗

∫
T⃗
fj(β)

−1Fj(β, η)|∂tδβ(η)| dη dβ.

But, by Proposition 10.2,

|∂tδβ(η)| ⩽ sup
η∈T⃗

|∂tγ(η)− ∂tγ(η − β)|
|β|

|β| ⩽ A2(γ, α)|β|.

Then, since fj(β)
−1|β| ⩽ 1 for all j,

p∥Fj∥p−1

Lp(T⃗2)

d

dt
∥Fj∥Lp(T⃗2)

=
d

dt
∥Fj∥p

Lp(T⃗2)

⩽ Cp

∫
T⃗

∫
T⃗
A2|β|fj(β)−1Fj(β, η)

p+1 dη dβ ⩽ CpA2∥Fj∥p+1

Lp(T⃗2)

⩽ CpA2∥Fj∥L∞(T⃗2)
∥Fj∥p

Lp(T⃗2)
,

so

d

dt
∥Fj∥Lp(T⃗2)

⩽ CA2∥Fj∥L∞(T⃗2)
∥Fj∥Lp(T⃗2)

.

Integrating in time gives

∥Fj(t)∥Lp(T⃗2)
⩽ ∥Fj(0)∥Lp(T⃗2)

+ C

∫ t

0
A2(s)∥Fj(s)∥L∞(T⃗2)

∥Fj(s)∥Lp(T⃗2)
ds.

Taking p→ ∞ gives (11.2), and taking the maximum over j gives the same bound for F . □
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11.3. Step 3: Combining the bounds. We use Pn to stand for a polynomial of degree n
with Pn(0) = 0 having nonnegative coefficients (so Pn(x) is increasing for positive x).

Let γ ∈ C1([0, T ];Hm+1(T⃗)). Then ∂tγ = L(γ), so it follows from (11.1) that

d

dt
∥γ(t)∥2

Hm(T⃗) ⩽ C∥Sm(γ)∥
L∞(T⃗2)

Pm+2(∥γ∥Hm(T⃗)),

and integrating in time,

∥γ(t)∥2
Hm(T⃗) ⩽ ∥γ(0)∥2

Hm(T⃗) + C

∫ t

0
∥Sm(γ(s))∥

L∞(T⃗2)
Pm+2(∥γ(s)∥Hm(T⃗)) ds. (11.3)

Letting

S(t) := ∥F (γ(t))∥
L∞(T⃗) + ∥γ(t)∥2

Hm(T⃗),

we add the bounds in (11.2) and (11.3) to obtain,

S(t) ⩽ S(0) + C

∫ t

0
[∥Sm(γ(s))∥

L∞(T⃗2)
Pm+2(∥γ(s)∥Hm(T⃗))

+A2(s)∥F (γ)(s)∥2L∞(T⃗2)
] ds.

(11.4)

We see that

∥Sm(γ(s))∥
L∞(T⃗2)

Pm+1(∥γ(s)∥Hm(T⃗)) ⩽ Pm+1(S(s))Pm+2(S(s)) = P2m+3(S(s)),

A2(s)∥F (γ)(s)∥2L∞(T⃗2)
⩽ P3(S(s))P2(S(s)) = P5(S(s)).

Hence,

S(t) ⩽ S(0) +

∫ t

0
P2m+3(S(s)) ds. (11.5)

It follows from Osgood’s lemma, Lemma B.12, that∫ S(t)

S(0)

ds

P2m+3(s)
⩽ t.

This gives an upper bound on S(t) and a lower bound on the time T ∗ up to which S(t)
remains finite.

Although it is not necessary, we can obtain a more explicit bound by considering cases.
For S(0) ⩾ 2, we need only obtain the bound under the assumption that S(t) ⩾ 2, in which
case s ⩾ 2 in the entire integrand. We can see, then, that on (2,∞), for some constant C > 0,

C

2
s2m+3 ⩽ P2m+3(s) ⩽ Cs2m+3

so∫ S(t)

S(0)

ds

P2m+3(s)
⩽

1

C

∫ S(t)

S(0)
s−2m+3 ds =

1

(2m+ 2)C

ï
1

S(0)2m+2
− 1

S(t)2m+2

ò
⩽ t

⇐⇒ 1

S(0)2m+2
− 1

S(t)2m+2
⩽ (2m+ 2)Ct ⇐⇒ 1

S(t)2m+2
⩾

1

S(0)2m+2
− (2m+ 2)Ct

⇐⇒ S(t)2m+2 ⩽
1

S(0)−2m+2 − (2m+ 2)Ct
,
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which is possible if and only if S(t)−2m+2 > (2m+ 2)Ct; that is, up to t < T ∗, where

T ∗ =
1

2m+ 2CS(0)2m+2
. (11.6)

It is not hard to see that this bound improves for S(0) < 2, and hence this bound serves
as an overly pessimistic lower bound on the time of existence for all S(0) > 0. Moreover, up
to any T < T ∗, we have the energy bound,

∥γ(t)∥
Hm(T⃗) + ∥F (γ(t))∥

L∞(T⃗) ⩽
ï

1

S(0)−2m+2 − (2m+ 2)CT

ò 1
2m+2

. (11.7)

Finally, we show that at least for some finite time, two components of a multiply connected
domain Ω will not intersect.

Let γ0(η1), γ0(η2) be two points in distinct components of ∂Ω0, and let r > 0 be the
distance between the two components at time zero. Then since ∂tγ = L(γ(t)), we can use
Proposition 10.2 to estimate,

|γ(t, η1))− γ(t, η2)| =
∣∣∣∣γ0(η1)− γ0(η2) +

∫ t

0
(∂sγ(s, η1)− ∂sγ(s, η2)) ds

∣∣∣∣
⩾ r −

∫ t

0
∥∂sγ(s, η)∥L∞

η (T⃗) ds = r −
∫ t

0
∥L(γ(s, η))∥

L∞
η (T⃗) ds

⩾ r − t∥L∥
L∞([0,T ]×T⃗) ⩾ r − Ct∥L∥

L∞(0,T ;H1(T⃗))

⩾ r − Ct∥S1(γ)∥L∞([0,T ]×T⃗2)

(
∥γ∥

L∞(0,T ;H2(T⃗)) + ∥γ∥2
L∞(0,T [H2(T⃗))

)
⩾ r − C(T,γ0)t,

since we have a uniform bound on γ in Hm(T⃗) ⊆ H1(T⃗) over [0, T ]. This shows that the two
components will not intersect, at least up to a time that depends upon the initial data.

We cannot rule out the possibility that the CDE equation could continue beyond the
time of intersection of two boundary components, though it would lose any obvious physical
meaning.

11.4. Step 4: The regularized CDE.

Departing slightly from (26) of [14], we define the regularized CDE,

∂tγ
ε(t) = Lε(γ

ε(t)), Lε(γ
ε) := ϕε ∗ L(ϕε ∗ γε), (11.8)

where L is defined in (5.4) and ϕε is a Friedrich’s mollifier on T⃗: Parameterizing T⃗ by [−π, π],
we choose an even function ϕ1 ⩾ 0 in C∞(T⃗) supported in [−1, 1] with total mass 1, and set

ϕε(·) = εϕ1(·/ε). Then ϕε is well-defined on T⃗ for all ε ⩽ 2π. Also, because ϕε is even,

(ϕε ∗ f, g)Hk(T⃗) = (f, ϕε ∗ g)Hk(T⃗).

Assume that γ is a non-self intersecting Hm chain. Then F (γ)(β, η) < ∞, which implies

that δβ(η) = 0 if and only if β = 0. From this, we can see that Lε(γ
ε) ∈ C∞(T⃗) as long as

ϕε ∗ δ(η) = 0 if and only if β = 0 if and only if F (ϕε ∗ γ)(β, η) < ∞. By Proposition 11.4
below, in fact, F (ϕε ∗ γ)(β, η) < ∞ for all ε < ε0, for some ε0 depending upon the initial
data.
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Hence, assuming that ε < ε0, we can apply the Picard theorem, Theorem B.1, with the
open set

O =
¶
γ ∈ C∞(T⃗) : F (γ) <∞, r(γ) > 0

©
to obtain a unique solution γε to (11.8). Here, we have again used r (now r(γ)) to denote the
minimum distance between pairs of boundary components. We let T ∗

ε > 0 give the maximal
interval of existence [0, T ) for all T ⩽ T ∗

ε of the solution. (The time T ∗
ε will depend upon ε0,

an issue we will explore later.)
Since ∂tγ

ε = Lε(γ
ε), exploiting Proposition 10.3, we have

1

2

d

dt
∥γε∥2Hm = (γε, Lε(γ

ε))
Hm(T⃗) = (γε, ϕε ∗ L(ϕε ∗ γε))

Hm(T⃗)

= (ϕε ∗ γε, L(ϕε ∗ γε))
Hm(T⃗)

⩽ C∥Sm(ϕε ∗ γε)∥
L∞(T⃗2)

Pm+2

Ä
∥ϕε ∗ γε(t)∥

H3(T⃗)

ä
⩽ C∥Sm(γε)∥

L∞(T⃗2)
Pm+2

Ä
∥γε(t)∥

H3(T⃗)

ä
for all ε < ε0 by Proposition 11.4 below.

Whereas the bound in (11.1) from Step 1 did not require assuming that γ satisfies the
periodic CDE, the bounds in Step 2 do: in Proposition 11.2, we assumed that ∂tγ = L(γ).
This estimate must be replaced with

|∂tδεβ(η)| = |∂tγε(η)− ∂tγ
ε(η − β)| = |Lε(γ

ε)(η)− Lε(γ
ε)(η − β)|

= |ϕε ∗ L(ϕε ∗ γε)(η)− ϕε ∗ L(ϕε ∗ γε)(η − β)|

⩽
∫
T⃗
ϕε(ξ)|L(ϕε ∗ γε)(η − ξ)− L(ϕε ∗ γε)(η − β − ξ)| dβ

⩽
∫
T⃗
ϕε(ξ)A2(ϕε ∗ γε, α)|β| dβ ⩽ CA2(ϕε ∗ γε, α)|β|,

since by Proposition 10.4,

|L(ϕε ∗ γε)(η)− L(ϕε ∗ γε)(η − β)| ⩽ A2(ϕε ∗ γε, α)|β|.
Then, applying Lemma B.11 with f = L(ϕε ∗ γε) (so f itself in Lemma B.11 depends on ε),

|∂tδεβ(η)| ⩽ A2(γ
ε, α)(|β|+ Cε).

Applying Proposition 11.4 below, we see that the bound from Step 2 in (11.2) becomes

∥F (γε(t))∥
L∞(T⃗2)

⩽ ∥F (0)∥
L∞(T⃗2)

+

∫ t

0
A2(γ

ε(s), α)∥F (γε(s))∥2
L∞(T⃗2)

ds, (11.9)

for all ε < ε0 up to time T ∗
ε .

These estimates give the following:

Proposition 11.3. The bounds in (11.4) and (11.7) of Step 3 hold for γε in place of γ
uniformly for ε < ε0, and we obtain a bound on the time of existence, T ∗

ε , of the regularized
solutions that is uniform over ε < ε0.

There is a caveat, however, to our estimate in (11.9), as to continue to apply Proposi-
tion 11.4 at time t ∈ [0, T ∗], we must recalculate ε0, creating in effect ε0(t). So (11.9) holds
only up to some non-constructive time given by the Picard theorem. This applies then to
the time T ∗ we derived from (11.4) and (11.7). By decreasing ε0 arbitrarily close to 0, we
can extend the estimate on T ∗ to arbitrarily close to that given by (11.4) and (11.7).
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Proposition 11.4. Let γ be an H3 chain with ∥F0(γ)∥L∞(T⃗2)
<∞ and nonzero and set

ε0 =
C

∥F0(γ)∥L∞(T⃗2)
∥γ∥H3

min

{
1

∥F0(γ)∥L∞(T⃗2)
∥γ∥2

H3

, 1

}
,

where C is an absolute constant. For all ε ∈ (0, ε0),

∥F (ϕε ∗ γ)∥L∞(T⃗2)
⩽ 2∥F (γ)∥

L∞(T⃗2)
,

∥Sn(ϕε ∗ γ)∥L∞(T⃗2)
⩽ 2∥Sn(γ)∥L∞(T⃗2)

, n = 0, 1, 2, 3.

Proof. Because ∥F0(γ)∥L∞(T⃗2)
<∞, it must be that δβ(η) vanishes only when β = 0. More-

over,

sup
η

1

|∂ηγ(η)|
= sup

η
F0(γ)(0, η) ⩽ ∥F0(γ)∥L∞(T⃗2)

<∞,

so for all η,

|∂ηγ(η)| > a :=
1

∥F0(γ)∥L∞(T⃗2)

.

But then by Lemma B.11, there exists ε0 ∈ (0, 2π) such that, for all ε ∈ (0, ε0),

|ϕε ∗ ∂ηγ(η)| ⩾
√
3a

2
.

Let β ̸= 0. By the mean value theorem, for some η1, η2 between η and η − β,

1

F0(ϕε ∗ γ)(β, η)2
=

|ϕε ∗ δβ(η)|2

|β|2
=

|ϕε ∗ γ(η)− ϕε ∗ γ(η − β)|2

|β|2

=
|ϕε ∗ γ1(η)− ϕε ∗ γ1(η − β)|2

|β|2
+

|ϕε ∗ γ2(η)− ϕε ∗ γ2(η − β)|2

|β|2

= |ϕε ∗ ∂ηγ1(η1)|2 + |ϕε ∗ ∂ηγ2(η2)|2

= |ϕε ∗ ∂ηγ1(η1)|2 + |ϕε ∗ ∂ηγ2(η1)|2 + [|ϕε ∗ ∂ηγ2(η2)|2 − |ϕε ∗ ∂ηγ2(η1)|2]
= |ϕε ∗ ∂ηγ(η1)|2 − [|ϕε ∗ ∂ηγ2(η1)|2 − |ϕε ∗ ∂ηγ2(η2)|2].

Now,

||ϕε ∗ ∂ηγ2(η1)|2 − |ϕε ∗ ∂ηγ2(η2)|2|
=

[
|ϕε ∗ ∂ηγ2(η1)|+ |ϕε ∗ ∂ηγ2(η2)|

]
||ϕε ∗ ∂ηγ2(η1)| − |ϕε ∗ ∂ηγ2(η2)||

⩽ C∥ϕε ∗ γ∥H2 |∂ηϕε ∗ γ2(η1)− ∂ηϕε ∗ γ2(η2)|
⩽ C∥γ∥H2∥∂2ηϕε ∗ γ∥L∞ |η1 − η2|
⩽ C∥γ∥H2∥ϕε ∗ γ∥H3 |η1 − η2| ⩽ C∥γ∥2H3 |β|,

where we used the reverse triangle inequality and Lemma B.9. Hence,

1

F0(ϕε ∗ γ)(β, η)2
⩾ |ϕε ∗ ∂ηγ(η1)|2 − C0∥γ∥2H3 |β| ⩾

3a

4
− C0∥γ∥2H3 |β|

=
3

4F0(γ)(β, η)
− C0∥γ∥2H3 |β| ⩾

1

4F0(γ)(β, η)
so

F0(ϕε ∗ γ)(η, β) ⩽ 2(γ)(η, β) (11.10)
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for all |β| ⩽ β0, where

β0 :=
1

2C0F0(γ)(β, η)∥γ∥2H3

.

Then for |β| > β0

sup
η

|β|
|δβ(η)|

= sup
η
F0(γ)(β, η) ⩽ ∥F0(γ)∥L∞(T⃗2)

<∞,

so for all η and all |β| > β0,
|δβ(η)|

|β| ⩾ a, and hence

|δβ(η)| ⩾ |β|a ⩾ β0a.

Then by Lemma B.11,

|ϕε ∗ δβ(η)− δβ(η)| ⩽ 2πε∥δβ∥C0,1 ⩽ C1ε∥γ∥H2 .

If

ε < ε0 :=
β0a

2C1∥γ∥H2

<
δβ(η)

2C1∥γ∥H2

then

|ϕε ∗ δβ(η)− δβ(η)| <
1

2
|δβ(η)| so |ϕε ∗ δβ(η)| ⩾

1

2
|δβ(η)|

and

|ϕε ∗ δβ(η)|
|β|

⩾
|δβ(η)|
2|β|

,

which gives (11.10) for all η and |β| > β0.
Noting that

ε0 =
1

2C1∥F0(γ)∥L∞(T⃗2)
∥γ∥H2

1

2C0F0(γ)(β, η)∥γ∥2H3

,

gives the bound for F0.
The bound for Fj , j ̸= 0, is obtained similarly, though now we use that δ0(η) = 0, so

|ϕε ∗ δβ(η)− nj | ⩾ |nj | − ∥ϕε ∗ ∂βδβ(η)∥L∞ |β| = |j| − ∥ϕε ∗ ∂βγ(η − β)(η)∥L∞ |β|
= |j| − ∥∂βϕε ∗ γ∥L∞ |β| ⩾ 1− ∥γ∥H3 |β|.

So setting β0 = (2∥γ∥H3)−1, (11.10) holds for all |β| ⩽ β0, The argument for |β| > β0 is the
same as for F0, because the |β| in the numerator of F0(γ)(β, η) played only a passive role in
that estimate. Noting that

ε0 =
β0a

2C1∥γ∥H2

=
1

2∥F0(γ)∥L∞(T⃗2)
∥γ∥H3

,

we obtain the bound for Fj and, combined with the bound for F0, we obtain the bound for
F . The bound for Sn then follows from the bound for F . □

Remark 11.5. Of course, we also have that if r(γ) > 0, then for sufficiently small ε, we
also have r(ϕε ∗ γ) > 0.
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11.5. Step 5: Convergence to a solution. Let (γε)ε<ε0 be the family of solutions from
Step 4. Then

∥∂tγε∥
L2(T⃗) = ∥Lε(γ

ε)∥
L2(T⃗) = ∥ϕε ∗ L(ϕε ∗ γε)∥

L2(T⃗) ⩽ ∥L(ϕε ∗ γε)∥
L2(T⃗)

⩽ C∥S0(ϕε ∗ γε)∥L∞∥ϕε ∗ γε∥H1 ⩽ C∥S0γε)∥L∞∥γε∥H1 ,

using Propositions 10.2 and 11.4.
Let 0 < r < m and fix T ⩽ T ∗. Using the uniform bound in Proposition 11.3, we

apply Lemma B.3 with X0 = Hm, X1 = Hr, X0 = L2 to conclude that there exists γ ∈
C([0, T ];Hr(T⃗)) and some sequence (εn) with εn decreasing to 0 for which γεn → γ in

C([0, T ];Hr(T⃗)).
Let E = L1(0, T ;L2(T⃗)), which is separable. Then E∗ = L∞(0, T ;L2(T⃗)) and (∂tγ

ε)0<ε<ε0

is uniformly bounded in E∗, so Lemma B.4 gives a ν ∈ E∗ and some subsequence (εn) which
we relabel (εn) for which

(∂tγ
εn , φ)E∗,E → (ν, φ)E∗,E for all φ ∈ E.

But, for any φ ∈ D((0, T )× T⃗) ⊆ E,

(∂tγ
εn , φ)E∗,E = −(γεn , ∂tφ)D′,D → −(γ, ∂tφ)D′,D = (∂tγ, φ)D′,D

so ν = ∂tγ in E∗.
Also, using Proposition 10.4,

lim
n→∞

∥Lεn(γ
εn)− L(γ)∥L2 = lim

n→∞
∥ϕεn ∗ L(ϕεn ∗ γεn)− L(γ)∥L2

⩽ lim
n→∞

∥ϕεn ∗ L(ϕεn ∗ γεn)− ϕεn ∗ L(γ)∥L2 + lim
n→∞

∥ϕεn ∗ L(γ)− L(γ)∥L2

⩽ lim
n→∞

∥L(ϕεn ∗ γεn)− L(γ)∥L2 + 0 ⩽ lim
n→∞

B1(γ, ϕε ∗ γ)∥ϕεn ∗ γεn − γ∥H1

⩽ B1(γ,γ) lim
n→∞

∥ϕεn ∗ γεn − ϕεn ∗ γ∥H1 +B1(γ,γ) lim
n→∞

∥ϕεn ∗ γ − γ∥H1

⩽ B1(γ,γ) lim
n→∞

∥γεn − γ∥H1 + 0 = 0,

since γεn → γ in C([0, T ];Hr(T⃗)) for any r < m. We also used Proposition 11.4 to conclude
that limε→0B1(γ, ϕε ∗ γ) = B1(γ,γ) (unless γ ≡ 0, in which case there is nothing to be
proven).

Then because Lεn(γ
εn) = ∂tγ

εn and ∂tγ
εn converges weak-∗ in L∞(0, T ;L2(T⃗)) to ∂tγ, we

conclude that ∂tγ = L(γ) and, for all 0 < r < m,

γ ∈W :=
¶
γ ∈ C([0, T ];Hr(T⃗)) ∩ L∞([0, T ];Hm(T⃗)), ∂tγ ∈ C([0, T ];L2(T⃗))

©
.

We now show that, in fact, γ ∈ C([0, T ];Hm(T⃗)) following along the lines of the similar
argument for the Euler equations on pages 110-111 of [23].

First, we show γ ∈ CW ([0, T ];Hm(T⃗)), meaning that for any φ ∈ H−m(T⃗), ⟨φ,γ(t)⟩ is a
continuous function of t over [0, T ]. Here, ⟨·, ·⟩ = ⟨·, ·⟩Hm,H−m is the pairing in the duality

between Hm(T⃗) and H−m(T⃗). We will use that if r < m, then H−r ⊆ H−m and for any
f ∈ H−r, g ∈ Hm, ⟨f, g⟩Hm,H−m = ⟨f, g⟩Hr,H−r .

Because γε → γ ∈ C([0, T ];Hr(T⃗)), for any t ∈ [0, T ], any r < m, and any ψ ∈ H−r(T⃗),

⟨ψ,γε(t)⟩ → ⟨ψ,γ(t)⟩
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uniformly on [0, T ]. Let φ ∈ H−m. Since H−r is dense in H−m, we can find a sequence (ψn)
in H−r with ∥ψn − φ∥H−m ⩽ n−1. Then,

|⟨φ,γ(t)− γε(t)⟩| ⩽ |⟨φ− ψn,γ(t)− γε(t)⟩|+ |⟨ψn,γ(t)− γε(t)⟩|
⩽ ∥φ− ψn∥H−m [∥γ∥L∞(0,T ;Hm) + ∥γε∥L∞(0,T ;Hm)] + |⟨ψn,γ(t)− γε(t)⟩|
⩽ Cn−1 + |⟨ψn,γ(t)− γε(t)⟩|,

using that (γε) is uniformly bounded in L∞(0, T ;Hm(T⃗)).
Given n, we can choose ε = ε(n) sufficiently small that

|⟨ψn,γ(t)− γε(t)⟩| ⩽ ∥ψn∥H−r∥γ(t)− γε(t)∥Hr ⩽ n−1

uniformly over [0, T ], so that

|⟨φ,γ(t)− γε(t)⟩| ⩽ Cn−1.

This shows that ⟨φ,γε(t)⟩ → ⟨φ,γ(t)⟩ uniformly on [0, T ] for any φ ∈ H−m, which is enough

to imply that γ ∈ CW ([0, T ];Hm(T⃗)).
The second step is to show that ∥γ(t)∥

Hm(T⃗) is continuous in time. The proof proceeds as

for the ν = 0 case in [23], using the uniform energy bound coming from (11.5) in place of the
bound in (3.60) of [23] and using that ∂tγ

ε(t) = Lε(γε(t)), like the Euler equations, is time
reversible.

The time continuity of γ comes from Proposition 10.2 and that ∂tγ = L(γ).

11.6. Uniqueness. We now obtain uniqueness in Theorem 11.1.

Let γ1, γ2 be two periodic CDE solutions in C([0, T ];Hm(T⃗)) with ∂tγ ∈ C([0, T ];L2(T⃗)
for which γ1(0) = γ2(0) = γ0. Let γ := γ1 − γ2.

Arguing as in the proof of Proposition 10.1, let

µj(β, η) := γj(β)− γj(η)

and write L(γj) in the form of (5.2):

L(γj(β)) =

∫
T⃗
Gα

p (µj(β, η))∂2µj(β, η) dη.

Then
1

2

d

dt
∥γ(t)∥2

L2(T⃗) = (γ, L(γ1)− L(γ2))L2

=

∫
T⃗

∫
T⃗
γ(β) ·

[
Gα

p (µ1(β, η))∂2µ1(β, η)−Gα
p (µ2(β, η))∂2µ2(β, η)

]
dη dβ

=

∫
T⃗

∫
T⃗
γ(η) ·

[
Gα

p (µ1(η, β))∂2µ1(η, β)−Gα
p (µ2(η, β))∂2µ2(η, β)

]
dβ dη

= −
∫
T⃗

∫
T⃗
γ(η) ·

[
Gα

p (µ1(β, η))∂2µ1(β, η)−Gα
p (µ2(β, η))∂2µ2(β, η)

]
dη dβ.

In the second equality, we simply switched variable names η and β, while in the final equal-
ity we used that Gα

p (−x) = Gα
p (x) and µj(η, β) = −µj(β, η) and switched the order of

integration. Taking the average of the second and fourth expressions, we see that

d

dt
∥γ(t)∥2

L2(T⃗)

=

∫
T⃗

∫
T⃗
(γ(β)− γ(η)) · [Gα

p (µ1(β, η))∂2µ1(β, η)−Gα
p (µ2(β, η))∂2µ2(β, η)] dη dβ.
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Now let

δjβ(η) := γj(η)− γj(η − β),

δβ(η) := δ1β(η)− δ2β(η) = γ(η)− γ(η − β).

Making the change of variables, β 7→ η − β, but leaving η unchanged, using that γ is quasi-

closed, that µj(η−β, η) = γj(η−β)−γj(η) = −δjβ(η), that γ(η−β)−γ(η) = δ2β(η)−δ1β(η) =

−δβ(η), and that ∂2δ
j
β(η) = ∂ηδ

j
β(η), we have,

d

dt
∥γ(t)∥2

L2(T⃗)

=

∫
T⃗

∫
T⃗
(−δβ(η)) · [Gα

p (−δ1β(η))∂2(−δ1β(η))−Gα
p (−δ2β(η))∂2(−δ2β(η))] dη (−dβ)

= −
∫
T⃗

∫
T⃗
δβ(η) · [Gα

p (δ
1
β(η))∂2δ

1
β(η)−Gα

p (δ
2
β(η))∂ηδ

2
β(η)] dη dβ.

We make the decomposition as in [14],

d

dt
∥γ(t)∥2

L2(T⃗) = I1 + I2,

where

I1 := −
∫
T⃗

∫
T⃗
δβ(η) ·

[
Gα

p (δ
1
β(η))−Gα(δ2β(η))

]
∂ηδ

1
β(η) dη dβ,

I2 := −
∫
T⃗

∫
T⃗
δβ(η) ·Gα

p (δ
2
β(η))∂ηδβ(η) dη dβ.

From the proof of Proposition 10.4,

|Gα(δ1β(η))−Gα(δ2β(η))| ⩽ C0|δ2β(η)− δ1β(η)||β|−1−α = C0|δβ(η)||β|−1−α,

so

|I1| ⩽ C0

∫
T⃗

∫
T⃗

1

|β|1+α
|δβ(η)|2∥∂ηδ1β(η)∥L∞ dη dβ

⩽ C0∥γ1∥H3

∫
T⃗

|β|
|β|1+α

∫
T⃗
|δβ(η)|2 dη dβ ⩽ C0∥γ1∥H3∥γ∥2L2 ,

using Lemma B.10 in the last inequality.
For I2, we have,

|I2| = −1

2

∫
T⃗

∫
T⃗
Gα

p (δ
2
β(η))∂η|δβ(η)|2 dη dβ =

1

2

∫
T⃗

∫
T⃗
∂ηG

α
p (δ

2
β(η))|δβ(η)|2 dη dβ

=
1

2

∫
T⃗

∫
T⃗
(∇Gα

p (δ
2
β(η))∂ηδ

2
β(η))|δβ(η)|2 dη dβ

⩽ C

∫
T⃗

∫
T⃗

1

|β|1+α
∥∂ηδ2β(η)∥L∞ |δβ(η)|2 dη dβ

⩽ C∥γ2∥H3

∫
T⃗

|β|
|β|1+α

∫
T⃗
|δβ(η)|2 dη dβ = C∥γ2∥H3∥γ∥2L2 .

Combined, these bounds give

d

dt
∥γ(t)∥2

L2(T⃗) ⩽ C∥γ(t)∥2
L2(T⃗),
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where C depends upon the H3 norms of γ1 and γ2. We conclude from Grönwall’s lemma
that γ ≡ 0, giving uniqueness, and completing the proof.

Remark 11.6. In Section 5 of [14], Gancedo formulates an alternate CDE for α = 1
for which the parameterization γ(t, ·) is “constant-speed” in the sense that |∂ηγ(t, η)|2 =

A(t) for all η ∈ T⃗ for some differentiable function A. To do this, an additional term must be
added to the CDE, transforming it, as in (31) of [14], to

∂tγ(t, η) = L(γ(t, η)) + λ(γ(t, η))∂ηγ(t, η).

Without the addition of λ∂ηγ, one can easily adapt the uniqueness proof we just gave to
use the log-Lipschitz modulus of continuity µ (see Remark 10.5), and complete the uniqueness
argument by applying Osgood’s lemma in place of Grönwall’s lemma. With the addition of
λ(γ(t, η))∂ηγ(t, η), however, such an argument fails, because, ultimately, ∥λ(γ1)− λ(γ2)∥L2

cannot be bounded sufficiently well in terms of ∥γ1 − γ2∥L2.

Appendix A. Bounds on Rα

Proof of Proposition 3.3. In outline, we proceed as follows. First, we show that bounding
Rα on Πp gives the core of the estimates. Second, we establish (3.13). Third, we use (3.13)
to bound Rα in L∞(Πp), a step that involves the most delicate estimates. Fourth, we bound
derivatives of Πp using (3.13). Fifth, we incorporate simple estimates on the singularities of
Rα at each point in L∗ to obtain the bounds in (3.14).

Step 1: First, we show that it is almost sufficient to bound Rα just on Πp.

From (3.12), Rα = Gα
p −Gα. Now, ∇⊥Gα

p = Kα
p is periodic and defined on R2 \L. Hence,

Gα
p is the sum of a periodic and an affine function, so

Rα(x) = fper(x) + (a+ b · x)−Gα(x) for x ∈ R2 \ L

for some periodic function fper defined on R2 \ L, scalar constant a, and vector constant b.
Hence, if we can bound Rα on Πp, the bounds on all of R2 \ L will follow.

More precisely, since Rα is C∞ on Πp, it must be that fper(x) − Gα(x) ∈ C∞(Πp). Let
x ∈ Πp and y = x+ nj . Then

Rα(y) = fper(x+ nj) + (a+ b · (x+ nj))−Gα(y)

= fper(x) + (a+ b · x)−Gα(x) + b · nj +Gα(x)−Gα(y)

= Rα(x) + b1j +Gα(x)−Gα(y).

We can write this as

Rα(x) = Rα(p(x)) +Gα(p(x)) + b1(x− p(x))−Gα(x), (A.1)

where p is the covering map of (2.4).

Step 2: Next, we obtain the expression for Rα in (3.13).
Let x = (x1, x2) be a point off the x2 axis, x = (x1, x2), supposing x1, x2 > 0, and let

x̂ = x/|x|. Integrating as in (3.11) from the origin to 0 in a straight line, τ = x̂, and since
Rα(0) = 0,

Rα(x) =

∫ |x|

0
Hα(rx̂)⊥ · x̂ dr = −

∫ |x|

0
Hα(rx̂) · x̂⊥ dr

= −
∫ |x|

0

∑
j∈Z∗

Kα(rx̂− nj) · (−x̂2, x̂1) dr = αcα

∫ |x|

0

∑
j∈Z∗

(rx̂− nj)
⊥ · (x̂2,−x̂1)

|rx̂− nj |α+2
dr
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= αcα

∫ |x|

0

∑
j∈Z∗

(−rx̂2, rx̂1 − j) · (x̂2,−x̂1)(
(rx̂1 − j)2 + r2x̂22

)α+2
2

dr

= −αcα
∫ |x|

0

∑
j∈Z∗

rx̂21 + rx̂22 − x̂1j(
(rx̂1 − j)2 + r2x̂22

)1+α
2

dr.

Making the change of variables, u = (rx̂1 − j)2 + r2x̂22, so du = (2(rx̂1 − j)x̂1 + 2rx̂22) dr =
2(rx̂21 + rx̂22 − x̂1j) dr, gives

Rα(x) = −αcα
2

∑
j∈Z∗

∫ |x|2x̂2
2+(|x|x̂1−j)2

j2

du

u1+
α
2

dr =
αcα
2α
2

∑
j∈Z∗

u−
α
2

∣∣∣x2
2+(x1−j)2

j2

= cα

∞∑
j∈Z∗

ñ
1

(j2)
α
2

− 1

(x22 + (x1 − j)2)
α
2

ô
,

giving (3.13).

Step 3: Next, we bound Rα in L∞ on Πp.
We cannot split the sum in (3.13) into two sums, since neither sum would converge sep-

arately. Instead, we need to bound the difference that appears in each term. For this, we
write,

x22 + (x1 − j)2 = (x21 + x22)− 2x1j + j2 = |x|2 − 2x1j + j2

so

Tj :=
1

|j|α
− 1

(x22 + (x1 − j)2)
α
2

=
(|x|2 − 2x1j + j2)

α
2 − |j|α

|j|α(|x|2 − 2x1j + j2)
α
2

=
|j|α

(
1 + |x|2−2x1j

j2

)α
2 − |j|α

|j|α|j|α
Ä
1 + |x|2−2x1j

j2

äα
2

= |j|−α

(
1 + |x|2−2x1j

j2

)α
2 − 1Ä

1 + |x|2−2x1j
j2

äα
2

.

If |x|2−2x1j
j2

> −1 then we can apply Lemma A.1. Now,

|x|2 − 2x1j

j2
> −1 ⇐⇒ |x|2 − 2x1j > −j2 ⇐⇒ g(j) := j2 − 2x1j + |x|2 > 0.

The discriminant of the polynomial g(j) is 4x21 − 4|x|2 = −4x22 < 0, and g(0) = |x|2 > 0, so
we conclude that we can, in fact, apply Lemma A.1 for all j ∈ Z∗. This gives,

|Tj | ⩽ |j|−αα

2

|x|2−2x1j
j2

a
α
2
j

,

where

aj := 1 +
|x|2 − 2x1j

j2
=
g(j)

j2
.

We know from our earlier analysis that aj > 0 for all j. To find its minimal value, let

h(j) := |x|2−2x1j
j2

, and calculate, for j ̸= 0,

j4h′(j) = j2(−2x1)− (|x|2 − 2x1j)2j = 2x1j
2 − 2|x|2j = 2j(x1j − |x|2) = 0

⇐⇒ j = |x|2/x1.
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Now, limj→±∞ h(j) = 0, limj→0± h(j) = +∞, and

h(|x|2/x1) =
|x|2 − 2|x|2

|x|4/x21
= − x21

|x|2
,

giving the minimum value of h(j). Hence, aj is at least this minimum value plus 1; that is,

aj ⩾ 1− x21
|x|2

=
x22
|x|2

(A.2)

Hence,

|Tj | ⩽ |j|−αα

2

Å |x|
x2

ãα |x|2 − 2x1j

j2
.

Thus,

|Rα(x)| ⩽ αcα
2

Å |x|
x2

ãα ∑
j∈Z∗

|x|2 − 2x1j

|j|2+α
= αcα

Å |x|
x2

ãα
|x|2

∞∑
j=1

1

j2+α

= αcαζ(2 + α)

Å |x|
x2

ãα
|x|2.

By symmetry, this bound holds for all points not on the vertical or horizontal axes.
If we restrict x to lie in Πp with |x2| > 1 then |x|/x2 ⩽

√
2, so

|Rα(x)| ⩽ αcα2
α
2 ζ(2 + α)|x|2.

On the remainder of Πp, we just use that Hα is C∞, and we conclude that

|Rα(x)| ⩽ C(1 + |x|2) for all x ∈ Πp.

Step 4: We now turn to derivatives of Rα, again restricting x to lie in Πp with |x2| > 1.
The estimates on Tj show that the sum in (3.13) converges uniformly on compact subsets,

so we can differentiate the sum term by term. Hence,

∂1R
α(x) = αcα

∞∑
j∈Z∗

(x1 − j)(x22 + (x1 − j)2)−1−α
2 ,

∂2R
α(x) = αcαx2

∞∑
j∈Z∗

(x22 + (x1 − j)2)−1−α
2 .

Thus,

|∂1Rα(x)| ⩽ C
∑
j∈Z∗

1 + |j|
(x22 − 1 + j2)1+

α
2

⩽ C + C
∑
j∈Z∗

1

j1+α
⩽ C,

|∂2Rα(x)| ⩽ C
∑
j∈Z∗

x2

(x22 − 1 + j2)1+
α
2

⩽ Cx2.

We can see that repeated derivatives with respect to x1 do not lead to increased growth
in x2, while each derivative with respect to x2 introduces growth by another factor of x2.

We conclude that on Πp,

|∇nRα(x)| ⩽
®
C(1 + |x2|2) if n = 0,

C(1 + |x2|n) if n > 0.
(A.3)

Step 5: Finally, we incorporate estimates on the singularities arising from Gα.
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For x ∈ R2 \ Πp, G
α(x) is C∞ and decays, along with all of its derivatives, to zero at

infinity. Hence, returning to (A.1), we see that near any point nj in L∗, Rα has a singularity
like that of Gα(x−nj). Combined with (A.3), and noting that the singularity in Gα(x−nj)
is larger than the constant terms in (A.3), we obtain the bounds in (3.14). □

We used Lemma A.1 in the proof above of Proposition 3.3.

Lemma A.1. Let b ∈ (0, 1). Then for all x > −1,

(1 + x)b ⩽ 1 + bx.

Proof. Let f(x) := 1 + bx− (1 + x)b. Then f(0) = 0 and if x > 0,

f ′(x) = b− b(1 + x)b−1 > b− b = 0.

Likewise, if instead −1 < x < 0, then

f ′(x) < b− b = 0.

which establishes the inequality. □

Appendix B. Some lemmas

Theorems B.1 and B.2 are adapted from Theorems 3.1 and 3.3 of [23].

Theorem B.1 (Picard). Let O be an open subset of the Banach space X and let L be a
nonlinear operator from X to X that is locally Lipschitz continuous on O; that is, for any
x ∈ O there exists an open neighborhood Ux ⊆ O of x and M > 0 for which

∥L(x)− L(x′)∥X ⩽M∥x− x′∥X for all x, x′ ∈ Ux.

Then for any x0 ∈ O there exists a time T > 0 such that the initial value problem (ODE),
dx(t)

dt
= L(x(t)),

x(0) = x0

has a unique solution in C1((−T, T );O).

Theorem B.2 (Continuation of ODE). Let X, O, and L be as in Theorem B.1. A unique
solution x for x′(t) = L(x(t)) exists on [0,∞) or leaves the open set O as t→ ∞.

The following is adapted from Theorem II.5.16 of [7]:

Lemma B.3 (Aubin-Lions-Simon). Let

X0 ⊂⊂ X1 ⊂ X2

be Banach spaces with X0 compactly embedded in X1 and X1 continuously embedded in X2.
Let 1 ⩽ p, r ⩽ ∞ and for T > 0 define

Ep,r := {v ∈ Lp(0, T ;X0) : ∂tv ∈ Lr(0, T ;X2)} .

(1) If p <∞ then Ep,r ⊂⊂ Lp(0, T ;X1).
(2) If p = ∞ and r > 1 then Ep,r ⊂⊂ C([0, T ];X1).

The following is a version of the Banach–Alaoglu theorem (see Theorem II.2.7 of [7]):

Lemma B.4. If E is a separable Banach space then any bounded sequence in E∗ has a weak-∗
convergent subsequence in E∗.
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We often bring a derivative inside an integral using Lemma B.5, from Theorem 2.27 of
[11]:

Lemma B.5. Let f : T⃗2 → R with |∂βf(β, ·)| ⩽ g for some g ∈ L1(T⃗). Then

∂β

∫
T⃗
f(β, η) dη =

∫
T⃗
∂βf(β, η) dη.

Lemma B.6 allows integration by parts in the presence of a controlled singularity:

Lemma B.6. As in Remark 9.1, parameterize T⃗ by β ∈ [−π, π] and define, for any ε > 0,

T⃗ε := [−π, π] \ [−ε, ε]. Suppose that f, g : T⃗ → R with

f∂ηg, (∂ηf)g ∈ L1(T⃗), f, g ∈ H1(T⃗ε) for all ε > 0, and lim
η→0

f(η)g(η) = 0.

Then ∫
T⃗
(∂ηf(η))g(η) = −

∫
T⃗
f(η)∂ηg(η).

Proof. Using our assumptions on f and g,∫
T⃗
f∂ηg dη = lim

ε→0

∫
T⃗ε

f∂ηg dη = − lim
ε→0

ï∫
T⃗ε

(∂ηf)g dη + fg|ε−ε

ò
= −

∫
T⃗
(∂ηf)g dη. □

We use Lemma B.6 through the following immediate corollary:

Corollary B.7. Suppose that |f(η)| ⩽ C|η|r, |∂ηf(η)| ⩽ C|η|r−1, |g(η)| ⩽ C|η|p, |∂ηg(η)| ⩽
C|η|q with p+ r > 0, q + r > −1. Then∫

T⃗
∂ηf(η)g(η) = −

∫
T⃗
f(η)∂ηg(η).

Lemma B.8. Let v : R → R2 be differentiable. For any a ∈ R,
d

dr
|v(r)|a = a|v(r)|a−2v · dv

dr
.

Proof. We have,

d

dr
|v(r)|a =

d

dr
(|v(r)|2)

a
2 =

a

2
(|v(r)|2)

a
2
−1 d

dr
|v|2 = a

2
|v(r)|a−22v · dv

dr
. □

Lemma B.9 allows us to control Hölder norms up to C1,1 by the H3 norm:

Lemma B.9. Let γ be an H3 path in R2. Then

∥γ∥
L∞(T⃗) ⩽ C∥γ∥

H1(T⃗),

∥∂ηγ(η)∥L∞(T⃗) ⩽ ∥γ∥
C0,1(T⃗) ⩽ C∥γ∥

H2(T⃗),

∥∂2ηγ(η)∥L∞(T⃗) ⩽ ∥γ∥
C1,1(T⃗) ⩽ C∥γ∥

H3(T⃗).

Proof. Apply the 1D Agmon’s inequality in the form

∥∂jηγ∥L∞(T⃗) ⩽ C∥∂jηγ∥
1
2

L2(T⃗)
∥∂j+1

η γ∥
1
2

L2(T⃗)
⩽ C∥γ∥

Hj+1(T⃗),

where we note that the constant C depends only on T⃗, and so is effectively absolute. □
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Lemma B.10. Let γ be an Hk path in R2, k ⩾ 1. For all β, η ∈ T⃗,

|∂jηδβ(η)| ⩽ C∥γ∥
Hj+1(T⃗) for 0 ⩽ j ⩽ k − 1,

|∂jηδβ(η)| ⩽ C∥γ∥
Hj+2(T⃗)|β| for 0 ⩽ j ⩽ k − 2,

∥∂jηδβ(η)∥L2
η(T⃗)

⩽ C∥γ∥
Hj+1(T⃗)|β| for 0 ⩽ j ⩽ k − 1,

∥∂jηδβ(η)∥L4
η
⩽ C∥γ∥

Hj+2(T⃗)|β| for 0 ⩽ j ⩽ k − 2.

Moreover,

∥δβ(η)∥Hj
η(T⃗)

⩽ C∥γ∥
Hj+1(T⃗)|β| for 0 ⩽ j ⩽ k − 1,

∥δβ(η)∥H4,j
η

⩽ C∥γ∥
Hj+2(T⃗)|β| for 0 ⩽ j ⩽ k − 2.

Proof. Applying Lemma B.9,

|∂jηδβ(η)| ⩽ |∂jηγ(η)|+ |∂jηγ(η − β)| ⩽ 2∥∂jηγ∥L∞ ⩽ C∥γ∥Hj+1 .

|∂jηδβ(η)| ⩽ |∂jηγ(η)− ∂jηγ(η − β)| ⩽ ∥∂j+1
η ∥L∞ |β| ⩽ C∥γ∥Hj+2 |β|.

For the third inequality, we adapt the argument on pages 2577-2578 of [14]:

∂jηδβ(η) = ∂jηγ(η)− ∂jηγ(η − β) =

∫ 1

0

d

ds
∂jηγ(η + (s− 1)β) ds

= β

∫ 1

0
∂j+1
η γ(η + (s− 1)β) ds.

Applying Minkowski’s integral inequality for Lp, p ∈ [1,∞],

∥∂jηδβ(η)∥L2
η
⩽ |β|

∫ 1

0
∥∂j+1

η γ(η + (s− 1)β)∥Lp
η
ds = |β|

∫ 1

0
∥∂j+1

η γ(η)∥Lp
η
ds,

which gives the third inequality when setting p = 2. Summing over j gives the bound on
∥δβ(η)∥Hj

η(T⃗)
.

For the final inequality, we use the 1D Ladyzhenskaya’s inequality, to give

∥∂jηδβ(η)∥L4
η
⩽ C∥∂jηδβ(η)∥

3
4

L2
η
∥∂j+1

η δβ(η)∥
1
4

L2
η
⩽ C∥γ∥

3
4

Hj+1 |β|
3
4 ∥γ∥

1
4

Hj+2 |β|
1
4

⩽ C∥γ∥Hj+2 |β|.

Summing over j gives the bound on ∥δβ(η)∥H4,j
η

. □

Lemma B.11. Let f ∈ C1(T⃗). For any p ∈ [1,∞],

∥ϕε ∗ f − f∥
Lp(T⃗) ⩽ 2πε∥f∥

C0,1(T⃗) ⩽ 2πε∥f∥
H2(T⃗).

Proof. Because
∫
T⃗ ϕε = 1,

∥ϕε ∗ f(η)− f(η)∥
Lp
η(T⃗) =

∥∥∥∥∫
T⃗
(ϕε(β)[f(η − β)− f(η)] dβ

∥∥∥∥
Lp
η(T⃗)

=

∥∥∥∥∫
T⃗
(ϕ1(ε

−1β)[f(η − β)− f(η)] dβ

∥∥∥∥
Lp
η(T⃗)

=

∥∥∥∥∫
T⃗
(ϕ1(β)[f(η − εβ)− f(η)] dβ

∥∥∥∥
Lp
η(T⃗)
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⩽ ε

∫
T⃗
(ϕ1(β)|β|

∥∥∥∥f(η − εβ)− f(η)

εβ

∥∥∥∥
Lp
η(T⃗)

dβ

⩽ ε

∫
T⃗
(ϕ1(β)|β|

∥∥∥∥f(η − εβ)− f(η)

ε

∥∥∥∥
L∞
η (T⃗)

dβ ⩽ ε∥∂ηf∥L∞(T⃗)

∫
T⃗
|β|ϕ1(β) dβ

⩽ 2πε∥f∥
C0,1(T⃗)

∫
T⃗
ϕ1(β) dβ = 2πε∥f∥

C0,1(T⃗) ⩽ 2πε∥f∥
H2(T⃗)

by Lemma B.9. □

Lemma B.12 (Osgood’s lemma, integral form). Let L : [0,∞) → [0,∞) be measurable,
g : [0,∞) → [0,∞) be integrable, and let µ : [0,∞) → [0,∞) be a continuous non-decreasing
function with µ(0) = 0. If

L(t) ⩽ a+

∫ t

0
g(s)µ(L(s)) ds

for all t ⩾ 0 then ∫ L(t)

a

ds

µ(s)
⩽

∫ t

0
g(s) ds.

If a = 0 and µ is an Osgood function, meaning that∫ 1

0

ds

µ(s)
= ∞,

then L(t) ≡ 0.

Acknowledgments

DMA is grateful to the National Science Foundation for support through grant DMS-
2307638.

References

[1] A.L. Afendikov and A. Mielke. Dynamical properties of spatially non-decaying 2D Navier-Stokes flows
with Kolmogorov forcing in an infinite strip. J. Math. Fluid Mech., 7(suppl. 1):S51–S67, 2005. 3, 4

[2] A. Ai and O.-N. Avadanei. Well-posedness for the surface quasi-geostrophic front equation. Nonlinearity,
37(5):Paper No. 055022, 41, 2024. 4

[3] D.M. Ambrose. The zero surface tension limit of two-dimensional interfacial Darcy flow. J. Math. Fluid
Mech., 16(1):105–143, 2014. 18

[4] D.M. Ambrose, F. Hadadifard, and J.P. Kelliher. Contour dynamics and global regularity for periodic
vortex patches and layers. SIAM J. Math. Anal., 56(2):2286–2311, 2024. 2, 3, 4, 6, 7, 8, 9, 14

[5] D.M. Ambrose, J.P. Kelliher, M.C. Lopes Filho, and H.J. Nussenzveig Lopes. Serfati solutions to the 2D
Euler equations on exterior domains. Journal of Differential Equations, 259(9):4509–4560, 2015. 3

[6] A.L. Bertozzi and P. Constantin. Global regularity for vortex patches. Comm. Math. Phys., 152(1):19–28,
1993. 17

[7] F. Boyer and P. Fabrie. Mathematical tools for the study of the incompressible Navier-Stokes equations
and related models, volume 183 of Applied Mathematical Sciences. Springer, New York, 2013. 41
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[9] A. Córdoba, D. Córdoba, and F. Gancedo. Uniqueness for SQG patch solutions. Trans. Amer. Math. Soc.
Ser. B, 5:1–31, 2018. 4

[10] C. Fefferman and J.L. Rodrigo. Analytic sharp fronts for the surface quasi-geostrophic equation. Comm.
Math. Phys., 303(1):261–288, 2011. 4



PERIODIC α-SQG PATCHES AND FRONTS 45

[11] G.B. Folland. Real analysis. Pure and Applied Mathematics (New York). John Wiley & Sons Inc., New
York, second edition, 1999. Modern techniques and their applications, A Wiley-Interscience Publication.
16, 42
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